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Computed tomography (CT) images of patients having metallic implants or dental fillings exhibit
severe streaking artifacts. These artifacts may disallow tumor and organ delineation and compro-
mise dose calculation outcomes in radiotherapy. We used a sinogram interpolation metal streaking
artifact correction algorithm on several phantoms of exact-known compositions and on a prostate
patient with two hip prostheses. We compared original CT images and artifact-corrected images of
both. To evaluate the effect of the artifact correction on dose calculations, we performed Monte
Carlo dose calculation in the EGSnre/DOSXYZnrc code. For the phantoms, we performed calcu-
lations in the exact geometry, in the original CT geometry and in the artifact-corrected geometry for
photon and electron beams. The maximum errors in 6 MV photon beam dose calculation were
found to exceed 25% in original CT images when the standard DOSXYZnrc/CTCREATE calibra-
tion is used but less than 2% in artifact-corrected images when an extended calibration is used. The
extended calibration includes an extra calibration point for a metal. The patient dose volume
histograms of a hypothetical target irradiated by five 18 MV photon beams in a hypothetical
treatment differ significantly in the original CT geometry and in the artifact-corrected geometry.
This was found to be mostly due to miss-assignment of tissue voxels to air due to metal artifacts.
We also developed a simple Monte Carlo model for a CT scanner and we simulated the contribution
of scatter and beam hardening to metal streaking artifacts. We found that whereas beam hardening
has a minor effect on metal artifacts, scatter is an important cause of these artifacts. © 2007

American Association of Physicists in Medicine. [DOI: 10.1118/1.2736777]
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I. INTRODUCTION

The aim of cancer radiotherapy is to deliver a prescribed
radiation dose to a defined tumor volume while minimizing
the damage to the surrounding healthy tissue. An important
step in cancer radiotherapy is the treatment planning. It is
frequently done on the basis of CT (Computed tomography)
images. CT images are represented by Hounsfield units, de-
fined as HU=1000(w/ u,,— 1), where u and pu,, are the linear
attentuation coefficients of a material and water, respectively.
During the planning, the tumor and organs at risk are delin-
eated and the dose to these structures and to normal tissue is
determined. The treatment plan is then optimized until all
dose requirements usually set by a physician are met.

Two approaches to calculate the dose delivered to patients
are currently in use. Whereas in conventional treatment plan-
ning the dose is calculated using a model in which patients
consist of water (possibly considering electron density), in
Monte Carlo treatment planning (MCTP), the CT image is
segmented into a few materials (e.g., air, tissue, bone), and
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the dose is calculated taking these media into account. In the
ideal case, the MCTP leads to more accurate dose
calculation.! However, due to potential artifacts in CT im-
ages, inaccuracies in assigning of HU might result in signifi-
cant dose miscalculation in both treatment planning methods.
Due to an additional miss-assignment of media in MCTP,
this method can potentially lead to larger dose calculation
errors than conventional treatment planning, which is the re-
search topic of this paper.

The origins of CT artifacts, discrepancies between recon-
structed HU in CT images and the true attenuation coeffi-
cients, are believed to be known.> Metal streaking artifacts
appear when a high atomic number, high density material is
present in a scanned object which might severely degrade
image quality. For example, in between two hip prostheses in
a patient’s body there is practically no information about the
patient’s geometry which can be detrimental for treatment
planning. Bright and dark streaks not only disallow tumor
and organ delineation but might also cause dose miscalcula-
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tion. As a result, there is a strong need to reduce CT artifacts
in MCTP due to potential incorrect assignment of media. The
purpose of this work is to investigate the effect of metal
streaking artifact correction on CT image quality and Monte
Carlo (MC) dose calculations.

Streaking artifact correction algorithms have been devel-
oping in recent years. The simplest approach that can be used
for minor artifacts is to correct for discrepancies in the CT
images themselves.> The more sophisticated approaches use
three main techniques: filtered back-projection (FBP) on a
modified sinogram,“"6 filtering techniques,7 and iterative
algorithms.g_12

Filtered back-projection on a modified sinogram artifi-
cially fills corrupted segments in sinograms that correspond
to projections containing high density materials. Kalender,
Hebel, and Ebersberger4 used linear interpolation within each
projection, while Roeske et al’ applied a cubic spline fit to
correct for artifacts in images containing Fletcher-Suit appli-
cator. Yazdi, Gingras, and Beaulieu® in their recent work also
used neighboring projections at different angles to correct for
metal artifacts in CT images of patients with hip prostheses.

Iterative algorithms can use different techniques, such as
iterative deblurring&11 and the maximum likelihood
algorithm.12 Although iterative algorithms usually result in
slightly better image quality, they need longer computation
time which makes them currently impractical for clinical use.

In this paper, a FBP method on modified raw data is dem-
onstrated that uses cubic interpolation of missing sinogram
data. The correction algorithm is used on various cylindrical
phantoms and on a prostate patient. The impact of the cor-
rection method on Monte Carlo dose calculation for both
phantoms and the patient is determined. Moreover, scatter
and beam hardening are briefly studied as potential causes to
metal streaking artifacts.

Il. MATERIALS AND METHODS
A. Scanning protocols and phantoms

A fourth generation single slice Picker PQ5000 CT scan-
ner was used to acquire images of two cylindrical water
phantoms (15 and 27 cm in diameter) simulating head and
pelvis anatomies. The phantoms were scanned in axial mode
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FIG. 1. Schematic overview of three cylindrical head phantoms (1, 2, and 3,
15 c¢m in diameter) with small steel cylinders (1.3 c¢m in diameter) mimick-
ing dental fillings and of two cylindrical pelvic phantoms (4 and 5, 27 cm in
diameter) with large steel cylinders (2.8 cm in diameter) mimicking hip
prostheses. The full circles represent steel cylinders, the remaining materials
are listed in Table L.

at 120 kVp and 400 mAs. Both full field and half field sizes
of the scanner were used, resulting in 512X 512 pixel im-
ages. The HU range in the original CT image from the scan-
ner is [-1000,3095].

The two phantoms were scanned with various inserts,
holding steel cylinders mimicking dental fillings or hip pros-
theses, Teflon cylinders mimicking bone, and vials with dif-
ferent in-house made solutions of ethanol and calcium com-
pounds. Steel was chosen as one of three commonly used hip
prosthesis materials." In this paper, artifact correction results
of five phantoms are presented: phantoms 1, 2 and 3 are head
phantoms; phantoms 4 and 5 are pelvic phantoms (Fig. 1).
Phantoms 1 and 2 are similar phantoms that contain five
small steel cylinders to simulate dental fillings positioned
either close together or further apart. The small cylinders are
placed closer to the phantom surface in phantom 2, so that
electron MC dose calculation can be done. Phantom 3 con-
sists of four steel cylinders interleaved by three small Teflon
cylinders that mimic teeth.

Phantom 4 contains two large steel cylinders and seven
vials filled with water solutions of ethanol C,HsOH, calcium
chloride CaCl,, calcium perchlorate Ca(ClO,),, and calcium
nitrate  Ca(NO;),  with  densities varying from
0.838 to 1.184 g/cm? (Table I).

Phantom 5 consists of two steel cylinders embedded in
Teflon cylinders to simulate hip prostheses surrounded by
bone. A Ca(ClO4), water solution with density of
1.692 g/cm? is placed in the center of the phantom.

In the case of the prostate patient, a helical sinogram con-
sisting of 66 slices was processed and the artifact correction

TaBLE I. Composition by fractional weight of Teflon cylinders and solutions used in the phantoms.

Fraction by weight

No.  Material/solution p (g/cm?) H C N (0} F Cl Ca

1 Teflon 2.200 24.02 75.98

2 Ca(NO;), 1.045 10.41 1.19 86.69 1.71
3 C,H;OH 0.931 11.93 19.81 68.26

4 CaCl, 1.184 8.29 65.78 16.56 9.37
5 C,H;OH 0.838 12.66 39.63 47.71

6 Ca(Cl0Oy), 1.119 9.33 82.93 4.94 2.80
7 CaCl, 1.025 10.66 84.58 3.04 1.72
8 C,HsOH 0.883 12.30 29.72 57.98

9 Ca(Cl0Oy), 1.692 3.88 65.77 19.39 10.96
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FIG. 2. The RMI electron density calibration phantom (a) and the differences between the mean HU as reconstructed by the CT scanner and by our algorithm

for 18 materials.

algorithm was applied on 672X 672 pixel images. The pa-
tient’s hip prostheses extended from slice 30 to slice 66.
We developed an algorithm that converts raw data from
the scanner into images. To ensure that the procedure works
well and reconstructs correct HU, an RMI electron density
calibration phantom [Fig. 2(a)] was used to test it. The mean
HU of 18 materials obtained directly from the scanner and
reconstructed by the procedure were compared, the absolute
differences for each material are plotted in Fig. 2(b). The
tested HU range extends from —1000 to 1250. The HU were
reconstructed accurately within +4 HU with our procedure.

B. Artifact correction algorithm

The artifact reduction algorithm used in this work is based
on interpolation of raw sinogram data. The basic steps are
identification of the projections corresponding to metals and
their interpolation in sinogram space. As a result, the inter-
polated sinogram is used to obtain an artifact-corrected im-
age. We have developed a MATLAB routine to which a fan
beam sinogram is the input and an artifact-corrected image is
the output.

First, sinograms from a CT scanner are extracted and
transferred to a PC where the correction algorithm is per-
formed. The fan beam sinograms are converted into parallel
beam sinograms using Fourier analysis.14 The correction al-
gorithm itself (Fig. 3) is based on work by Roeske e7 al.” and
Yazdi, Gingras, and Beaulieu® and starts by identifying pro-
jections corresponding to high density voxels. For this pur-
pose, filtered back-projection of the parallel beam sinogram
is performed resulting in an original image containing arti-
facts produced by metals. The HU scale of the original image
reconstructed from the sinogram is unlimited as opposed to
the original image from the CT scanner with the maximum
HU of 3095. The voxels corresponding to metals are detected
by a fixed threshold in the original image. The threshold has
been tested on various geometries and it has been established
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to be 3800 HU for our scanning protocol. A new image of
only high density voxels—a metal only image—is produced.
Its forward Radon transform defines a mask for the original
sinogram and consequently the missing projections over
which an interpolation has to be applied. The masked sino-
gram in which the interpolation is performed is created by
applying the mask to the original sinogram. The cubic spline
interpolation is done at each projection angle of the masked
sinogram as follows. First, the missing projections are found.
To make sure interpolated data will be consistent, two neigh-
boring projection values of the same projection angle on both
sides of the missing projections are taken into account. The
cubic spline fit is performed on the basis of the four neigh-
boring projections at every projection angle and hence the
interpolated sinogram is created. FBP of the modified sino-
gram produces an artifact-corrected image not containing
metals, because their projections have been replaced by the
interpolation. The final artifact-corrected image is created by
superposition of the metal-only image on the corrected im-
age without metals.

C. MC dose calculation and extended calibration

The influence of the metal artifact reduction method on
MC dose calculation was examined with the EGSnrc/
DOSXYZnrc code' in a set of beam geometries. The origi-
nal and corrected images were converted into mass densities
and segmented into materials according to the standard
DOSXYZnrc/CTCREATE calibration which uses four mate-
rials: air, lung, tissue, and bone. It is common practice to use
four materials for MC dose calculation. Several authors use
the exact CTCREATE ramp with the default HU and density
limits,'®'” while others''*2° keep the four media and
slightly modify the HU and density limits. Some authors
segment CT images into less than four materials for MC dose
calculations.”’* Du Plessis et al.> segment CT images into
seven materials and Schneider, Bortfeld, and Schlegel26 into
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FiG. 3. Flow chart of metal artifact correction algorithm.

71 materials for MC dose calculations, however, this ap-
proach is rare. In our work, we have used the HU and density
limits given by the DOSXYZnrc/CTCREATE ramp. Since we
knew there was no lung in the phantoms or the patient, the
lung calibration point was excluded from our conversion.
We have noticed an important issue in our Monte Carlo
simulations using the CTCREATE calibration. It was found that

Medical Physics, Vol. 34, No. 6, June 2007

in the presence of foreign metal objects, an extra calibration
point for a metal must be added to the standard DOSXYZnrc
calibration in order to obtain agreement between exact ge-
ometry MC dose calculations and dose calculations based on
CT image geometry. The limited HU scale’’ of our CT scan-
ner with a maximum value of 3095 together with the present
calibration makes it impossible to retrieve densities higher
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TABLE II. HU and mass density (p) intervals used for conversion of HU into
densities and materials for MC dose calculations. Steel is the added calibra-
tion point compared to the standard DOSXYZnrc calibration.

Material HU interval p interval
Air [-1000:-950] [0.001: 0.044]
Water/tissue [-950:125] [0.044: 1.101]
ICRP cortical bone [125: 2000] [1.101: 2.088]
Steel 3095 8.055

than 2.664 g/cm’. In comparison, the density of steel is
8.055 g/cm?. Since there is no bone in the human body that
has a HU of 3095 in the energy range of typical CT x-ray
tubes, in our calibration, all voxels with 3095 HU are set to
steel with density of 8.055 g/cm?. We denote the calibration
as an extended calibration (Table II). For phantom dose cal-
culations, the second segment of the calibration curve corre-
sponds to water, whereas in the patient study, ICRU tissue
(International Commession on Radiation Units and Measure-
ments) is used for the same HU interval.

In our work, we have found that omitting the extended
calibration in the presence of metals leads to large dose cal-
culation errors. All dose calculation results in this paper were
obtained with the extended calibration, unless stated other-
wise.

In phantoms, the dose was calculated in original and cor-
rected CT images in a set of beam arrangements, 6 and
18 MV broad polyenergetic photon beams (four field box,
two parallel opposed beams) and a single 18 MeV broad
polyenergetic electron beam were used for dose calculations.
The spectra were taken from Mohan, Chui, and Lidofsky.28
The isocenter was placed in the center of the phantoms in all
MC simulations. Since we acquired single slice images in
our phantom study, we used the reciprocity theorem” to
score dose in the phantoms. We created the three-
dimensional phantoms by adding a 10 cm z dimension to the
two-dimensional (2D) slices. In addition to that, we used
1-cm-thick beams perpendicular to the z axis to make sure
all laterally scattered electrons were captured within the
phantom. As a result, the voxel sizes for head phantom cal-
culations were (0.47 X 0.47 X 100) mm? and for pelvic phan-
toms (0.940.94 X 100) mm® and all beams were then of
1 cm length in the z axis and of varying width in the perpen-
dicular direction. The 6 MV photon beam used in the phan-
tom 1 was 8 cm wide, the 18 MV photon beams were used
in the pelvic phantoms and were 10 cm wide. The 8 cm
18 MeV electron beam was simulated at an angle of 315° in
the phantom 2. The dose distributions were then compared to
exact geometry dose calculations. To quantify the dose dif-
ferences, a target has been delineated in all phantoms. Dose
calculation results of phantoms 1, 4, and 5 are analyzed by
the mean errors of a cylindrical target placed in the center of
the phantom. The electron dose distributions in phantom 2
are compared by means of dose calculation errors in an el-
lipsoidal target.

For the prostate patient, a hypothetical five 18 MV photon
beam (0°, 90°, 270°, 110°, and 250°) treatment was simu-
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FiG. 4. Schematic view of the geometry for the scatter study. The full circles
are steel cylinders.

lated in the DOSXYZnrc code. The photon beam size was
7% 7 cm? and the isocenter was placed in the center of the
prostate. The 90° and 270° beams were shot straight through
the prostheses. It has to be noted that this technique is rather
theoretical and treating straight through both prostheses
should be avoided. Nevertheless, it is very difficult to avoid
the prostheses totally with the five beam technique that is
used in our hospital. A hypothetical target in the shape of an
ellipsoid was delineated around the prostate. The target was
6 cm long with a semimajor and a semiminor axis of 3 and
2 cm, respectively, defining a volume of 50 cm?. The voxel
size for patient dose calculation was defined by the scan
parameters to be (0.744 X 0.744 X4.25) mm?. Although it
was not known what the hip prostheses were made of, for the
MC dose calculation the metallic material was set to steel for
this hypothetical case. The results of the original CT geom-
etry and the artifact-corrected geometry were compared by
dose distributions and dose volume histograms (DVHs) of
the target. Exact dose calculations for the patient were not
possible.

All Monte Carlo dose calculations presented have statis-
tical errors less than 0.5% in high dose regions.

D. MC simulation of sources of metal streaking
artifacts

Although origins of artifacts are mostly known, discus-
sion on causes of metal streaking artifacts is still an issue. De
Man er al.*® and Williamson er al.’! using mathematical
simulations show that beam hardening, scatter, and noise are
the dominant causes of metal streaking artifacts. In this
study, we used the Monte Carlo method to simulate a CT
scanner and evaluated the effect of scatter and beam harden-
ing on the metal streaking artifacts. We produced sinograms
of a phantom by modifying the DOSXYZnrc code such that
it is possible to track scattered particles and save them in a
separate sinogram.

A schematic view of the simulation geometry is shown in
Fig. 4. The phantom was a cylindrical phantom filled with
water and containing two small steel cylinders. The source of
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X rays in our simulation is a phase-space file created by the
MC simulation of a CT scanner using the BEAMnrc code. ™
We used two types of x rays: a polyenergetic x-ray beam that
is used in real CT scanners and a mono-energetic x-ray beam
that can be used for evaluation of beam hardening on streak-
ing artifacts. The polyenergetic spectrum was obtained by
simulation of an x-ray tube with 120 keV electrons striking a
tungsten target that was simulated according to manufactur-
er’s specifications. The spectrum was validated by half value
layer (HVL) measurements and spectral measurements taken
with a high resolution Schottky CdTe detector (XR-100T,
AMPTEK Inc, Bedford, MA). A simple model for our single
slice Picker PQ5000 CT was developed by adding two col-
limators that shape the beam to a 19.6° fan beam with a
width of 1 cm at the detector ring. Identical collimation was
used for the monoenergetic x-ray beam.

The source of x rays rotated in 1° steps about the CT
scanner isocenter which was placed in the center of the phan-
tom. The x-ray source irradiated the phantom from 200 po-
sitions, because the minimal data set for image reconstruc-
tion in our fan beam geometry requires a 200° rotation.™

The detector ring consists of 128 CdWO, detectors. Their
response to X rays in energy range of our interest was simu-
lated in the DOSXYZnrc code by calculating the dose depos-
ited in (29 X4 X 0.945) mm® CdWO, crystals. Put another
way, when a photon trajectory intersects the detector ring, its
energy is convolved with the energy response of the detector
crystals and the resulting signal is stored in the correspond-
ing detector. In this way, an intensity map is created consist-
ing of 128 detector readings at 200 projection angles.

A sinogram is a 2D map of projections p=-In(I/1I),
where [ is the intensity at the detector ring in the presence of
attenuating object and /, is the source intensity at the detec-
tor ring. The source intensity map is simulated with no phan-
tom. Subsequently a 200° sinogram is obtained. The sino-
gram is then completed in MATLAB to a 360° sinogram,
converted into a parallel beam sinogram14 and reconstructed.
In a CT scanner, the x rays pass through a patient towards the
detector ring and the attenuated photons generate a signal for
image reconstruction. The reconstruction process (FBP) as-
sumes that the detector signal consists of only primary at-
tenuated photons. However, this is not the case in real CT
scanners. There is a certain amount of scattered photons that
reach the detector and their signal is incorrectly taken into
account in the FBP. The scattered photon signal is negligible
when scanning low density objects but it plays an important
role when a high density material is present in the scanned
object. Since the attenuation of x rays in thick high density
materials is excessive, the signal in the shadow of these ma-
terials consists almost entirely of the scattered photons. This
is a part of the detector-model mismatch introduced by
Williamson.”'

In our MC simulations, it is possible to track all interac-
tions the x rays undergo, including the scatter. All the scat-
tered photons were tagged and two different sinograms have
been produced: a primary sinogram of primary photons and a
sinogram of the tagged scattered photons. The total sinogram
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that the real CT scanners use is obtained by their summation.
The effect of scattered photons on metal streaking artifacts is
studied by comparison of two images: the original image
reconstructed from the total sinogram and the scatter-free
image that is obtained by a FBP of the primary sinogram.

The reconstruction algorithm also assumes that each
voxel is represented by a constant, the linear attenuation co-
efficient of the voxel material. However, low energy photons
of a polyenergetic spectrum are attenuated more easily than
the high energy photons, which results in a higher effective
beam energy as the beam passes through material. Conse-
quently, the attenuation in every voxel is dependent on the
mean beam energy at its position, which makes it difficult to
assign a single value of the linear attenuation coefficient to
that voxel. To investigate the effect of beam hardening, we
simulated an x-ray tube with a single energy so that the beam
cannot get harder and a single attenuation value to each
voxel can be assigned. We used the energy of 75 keV which
is approximately the mean energy of a common 120 kVp CT
spectra. In this setup, we produced and processed a total and
a primary sinogram in order to study the scatter contribution
as well.

lll. RESULTS AND DISCUSSION

The results are presented in four sections. The first two
sections contain phantom images and dose calculations in
phantoms and the third part is dedicated to patient MC simu-
lation. The fourth part summarizes the results on the effects
of scatter and beam hardening on metal streaking artifacts.

A. Corrected images

The artifact correction algorithm was used on several cy-
lindrical phantoms and their results are presented in Fig. 5.
Comparison of the first and the second columns that contain
original CT and artifact-corrected images clearly demon-
strates an improvement in image quality. Phantoms 1 and 2
are head phantoms with artifacts produced by steel cylinders
that mimic tooth fillings. Phantom 3 also contains three small
Teflon cylinders that are placed between fillings and are
poorly visible in the original image. The correction algorithm
cleans up the large artifacts and the Teflon cylinders can be
distinguished. The pelvic phantoms (4 and 5) are more com-
plex with major artifacts that severely influence the image.
The original CT image of phantom 4 does not display the
central vial with density of 0.838 g/cm’. However, the vial
is completely visible in the artifact-corrected image. Phan-
tom 5 demonstrates the ability of the algorithm to distinguish
between bone (Teflon) and metal; it validates the metal
threshold choice. Due to artifacts, more voxels than just the
steel cylinders have the maximum HU (3095) in the original
image acquired by the CT scanner which makes it impossible
to detect high density voxels directly in the original image by
setting the threshold to 3095 HU. Nevertheless, after the
original sinogram is processed, an unlimited HU scale can be
used and a suitable threshold larger than the maximum HU in
the CT images for metal detection of the artifact correction
algorithm can be found. We have investigated the threshold
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on various phantoms and we have established it to the value
of 3800 HU. The corrected image of phantom 5 shows that
the threshold used in the artifact correction algorithm for
metal detection can distinguish between higher density ma-
terials, such as Teflon, and metal. It should be pointed out
that the choice of Teflon as bone equivalent material is not
suitable.* The presence of fluorine in Teflon gives low HUs
compared to bone for the same mass density. Consequently,
our calibration curve based on real human tissues is not able
to retrieve the density of Teflon (2.2 g/cm?®) from its rela-
tively low HU (400).

B. Phantom Monte Carlo dose calculation

The importance of the metal streaking artifact correction
algorithm for MCTP is demonstrated by a set of MC dose
calculations. We performed dose calculations in the exact
phantom geometry (D,,), in original CT geometry (Dcr), and
in artifact-corrected CT geometry (D). In Figs. 6-8, the
dose differences (Dex—Dcp)/Dey and (Dey—Dyop)/Dey for
6 MV photon beams, an 18 MeV electron beam and 18 MV
photon beams are displayed. Hypothetical targets have been
delineated in individual dose distributions and their mean
and maximum dose calculation errors are summarized in
Table III.
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To illustrate the need for the extended calibration, differ-
ences in MC dose distributions for two parallel opposed
6 MV beams where evaluated when the extended calibration
for HU conversion was not used (results not shown). The
significance of the extended calibration can be clarified by
comparison of dose calculation errors in the artifact-
corrected geometry. Whereas the mean error of the calcula-
tion in the target with the standard calibration is 2.6%, it
decreases to 0.7% when the extended calibration is used
[Fig. 6(e)]. To emphasize the influence of the extended cali-
bration, one should note that the maximum error of the target
in the artifact-corrected geometry with the extended calibra-
tion is only 1.9%, whereas without the extended calibration it
is 7.7%. The mean and maximum error of the target in the
original geometry [Fig. 6(c)] is 4.6% and 13.6%, respec-
tively.

An important conclusion can be drawn from the presented
6 MV photon dose calculations. The maximum dose calcu-
lation errors decreased significantly from more than 25% in
the original image without using the extended calibration to
less then 2% in the artifact-corrected image with the ex-
tended calibration. In other words, only the combination of
the artifact correction and the use of the extended calibration
provides good dose calculation results. Clearly, the CTCRE-
ATE defaults should not be used for treating with metal im-
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artifact-corrected (c) geometry.

plants. In the rest of the work, only the extended calibration
for material and density conversion will be used.

For the purpose of the single 18 MeV electron beam dose
calculation, phantom 2 has been constructed with steel cyl-
inders close to its surface (Fig. 7). The mean dose errors in
the hypothetical ellipsoidal target decreased significantly
from 4.3% in the original CT image to 0.4% in the artifact-
corrected image. Two photon beam dose calculations were
performed with an 18 MV photon beam on two pelvic phan-
toms, phantom 4 and phantom 5 (Fig. 8). For phantom 4, a
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four field box beam arrangement was chosen. The mean dose
differences in the target improved significantly from 3.1% in
the original CT geometry to 0.6% in the artifact-corrected
geometry.

Phantom 5 containing steel cylinders embedded in Teflon
was simulated with two parallel opposed beams. Since there
are large differences in mass energy absorption coefficients
between Teflon and cortical bone (about 10% for a 6 MeV
photon), in this case, we used a special approach for material
and mass density assignment. We did not want to introduce
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FiG. 8. An 18 MV photon beam dose distributions for two pelvic phantoms: phantom 4 (top) and phantom 5 (bottom). Exact geometry dose distribution (a,
d), and differences from it in original CT image (b, €) and in metal artifact-corrected image (c, f).
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TABLE III. Percentage mean and maximum errors in dose calculation for different targets of four phantoms (with
the extended calibration). Phantom 3 is not listed because of dose differences in Teflon cylinders.

Ph. 1 (6 MV) Ph. 2 (18 MeV) Ph. 4 (18 MV) Ph. 5 (18 MV)
Mean Max Mean Max Mean Max Mean Max
Original CT image 4.6 13.6 43 51.2 3.1 10.6 4.6 434
Artifact corrected 0.7 1.9 0.4 1.5 0.6 3.0 3.1 6.9

deliberate dose calculation errors by incorrectly assigning the
Teflon voxels to bone, so the material map for both the origi-
nal CT and corrected geometry MC dose calculation is the
exact material map taken from the exact geometry. Only the
mass densities were assigned from the actual images accord-
ing to the extended calibration. There is an improvement in
the mean error of the target after artifact correction is done.
The error decreases from 4.6% in the original CT image to
3.1% in the artifact-corrected image. Nevertheless, the in-
ability of the calibration to retrieve the correct Teflon mass
density prevents obtaining better results. This is also the rea-
son why MC dose calculation results are not presented for
phantom 3 that also exhibits large calculation errors in the
Teflon cylinders.

Dose perturbation interface effects due to the presence of
high-Z materials are an interesting issue that is usually ne-
glected in commercially available dose algorithms. However,
MC codes are able to simulate these effects caused by per-
turbations of secondary electron fluence.” The dose profile
through the center of phantom 4 along the x direction is
shown in Fig. 9. The 18 MV beam four field box dose profile
clearly shows the dose perturbation at the water/metal inter-
faces at the position of the two steel cylinders.

C. Patient study

The metal artifact correction algorithm has been tested on
several phantoms with a rather simple geometry. The advan-
tage of this approach is that we can compare dose distribu-
tions of original and artifact-corrected images to dose calcu-
lations in the exact geometry. The metal streaking artifact

Dose (a.u.)
o o
o>} [o:]

o
~

0.2 1 1 i 1 1
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FIG. 9. Dose profile through the dose distribution of Fig. 8(a) (y=0 cm).
Dose interface effects due to the presence of the steel cylinders are clearly
visible (at x=—12, =9, 9, and 12 cm).
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correction algorithm has also been used on a hypothetical
prostate patient and differences in dose volume histograms
(DVHs) of a hypothetical target have been evaluated.

The patient study results are summarized in Figs. 10 and
11. The 18 MV photon beam dose distribution in the entire
original CT image [Fig. 10(c)] is affected by streaking arti-
facts that are the most pronounced in the area between the
hip prostheses [Fig. 10(a)]. The correction algorithm results
in a more correct material segmentation and a smoother dose
distribution in the artifact-corrected geometry [Fig. 10(d)].
We have also compared DVHs of an ellipsoidal target (out-
lined in Fig. 10) in order to quantify differences in the two
dose distributions. Since the slice shown in Fig. 10 is almost
at the edge of the target, the delineated circle appears small.
An additional problem to the metal artifacts was found to
arise. Due to incorrect assignment of some artifact influenced
voxels to air in the original CT slice [Fig. 10(b)], about 20%
of the target receives no dose [Fig. 11(a)]. It is common
practice in MC dose calculations that the dose to air is set to
zero, partly because the voxels filled with air have large cal-
culation errors. Moreover, we are usually not interested in
the dose outside the patient, or to air in body cavities. Figure
11(a) also shows that the entire target receives more than
80% of the maximum dose and the DVH curve is steeper in
the artifact-corrected geometry. Figure 11(b) compares the
dose distributions shown in Fig. 10 by plotting the differ-
ences between the dose in the original CT slice D¢t and the
dose in the artifact-corrected slice D.,.. The two dose distri-
butions were first normalized to the maximum dose in the
artifact-corrected geometry and then subtracted. As expected,
the negative dose differences appear in the voxels that have
been incorrectly assigned to air in the original CT geometry,
because the dose to these voxels is zero in the original ge-
ometry. The positive differences can be explained by incor-
rect assignment of some voxels to bone and subsequently
larger energy deposition to bone than to tissue for the 18 MV
photon beam. Our conclusion from the patient study is that
the DVH curves for the original CT geometry and the cor-
rected CT geometry differ significantly which is mostly due
to the “zero dose to air” issue. Although the beam angles for
our hypothetical MC simulation were taken from real pros-
tate treatments as it is done in our hospital, it would be
advisable to avoid the 90° and 270° beams. These should be
replaced by beams that do not intersect the prostheses.

It has to be noted that metal artifact reduction techniques
in general do not produce ideal artifact-free images. While
the majority of the artifacts are reduced, some minor artifacts
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artifact-corrected image (f).

are created, such as these around vial 7 in pelvic phantom 4
(Fig. 5). However, the net benefit for Monte Carlo dose cal-
culations is demonstrated in this paper.

The Task Group 63 reported on dosimetric consideration
for patients with hip prostheses undergoing pelvic
irradiation.” First, they propose beam arrangements that

partly or completely avoid hip prosthesis. Sometimes such an
arrangement is not the best choice due to high dose to organs
at risk and inhomogeneity correction for the prostheses is
essential. In conventional treatment planning systems (TPS),
the inhomogeneity correction can be calculated by the soft-
ware by entering the correct electron densities for the pros-
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FiG. 11. DVHs for the target in the original CT geometry and in CT artifact-corrected geometry (a) and differences between the original CT geometry Dy and
the artifact-corrected geometry D, dose distributions Dep— D, (bright voxels have absolute differences larger or equal to 20%). The dose is normalized to

the maximum dose in the artifact-corrected geometry in both images.
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FiG. 12. CT image of the phantom simulated with a 120 kVp x-ray spectrum with scattered photons (a), with only primary photons (b); simulated with a
monoenergetic 75 keV x-ray beam with scattered x rays (c), and with primary x rays only (d).

thesis material. The position and shape of the prosthesis has
to be known. However, these are often very difficult to define
in CT images containing artifacts. Metal artifact correction
algorithms produce artifact reduced images and help identify
the accurate position and shape of patients’ prostheses. Fi-
nally, artifact corrected images can be used not only for
MCTP but also for conventional TPS to properly account for
tissue inhomogeneities.

D. Scatter and beam hardening as causes of metal
streaking artifacts

The results from our preliminary study on scatter and
beam hardening are summarized in Fig. 12. In order to quan-
tify the differences in metal streaking artifacts, we present
the mean HU of a rectangular water area extending between
the steel cylinders. We will denote it as the test value. With-
out artifacts, the test value should correspond to HU of water
(HU=0).

Medical Physics, Vol. 34, No. 6, June 2007

All the images contain subtle streaks that are produced by
the small number of projections (360 projections over 360°)
in our Monte Carlo simulation compared to real CT scanners
that use on average ten times more projections. Nevertheless,
the CT image obtained with the polyenergetic spectrum in-
cluding scatter [Fig. 12(a)] is very similar to a real image
produced by our CT scanner (not shown). The test value
reads —80 HU which means that the density of this area is
underestimated. The scatter-free image produced by the
polyenergetic spectrum [Fig. 12(b)] shows less severe arti-
facts than the image with scatter. The HU in the area between
the steel cylinders are higher, even though a dark streak is
still visible. The test value for this case is =39 HU which is
an improvement compared to —80 HU in Fig. 12(a). A mo-
noenergetic spectrum was used to quantify the impact of
beam hardening on metal streaking artifacts. As can be seen
in Fig. 12(c), the artifacts are almost identical with the mo-
noenergetic spectrum as with the polyenergetic spectrum
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[Fig. 12(a)]. There is only a slight improvement in the test
value which is =78 HU. On the other hand, Fig. 12(d) dis-
plays the scatter corrected image simulated with the monoen-
ergetic spectrum that is almost artifact free. The test value
improves significantly to 3 HU. We have to note that the
contribution of scatter in our MC simulation is more signifi-
cant than in real CT scanners. The real CT scanners accom-
modate an anti-scatter collimator that prevents some of the
scattered photons from reaching the detectors and which was
not modeled. On the other hand, the noise, which is another
important source of metal streaking ar’tifacts,31 was not simu-
lated at all. To summarize, whereas the scatter contribution is
overestimated, the noise contribution is underestimated and
Fig. 12(a) closely resembles the actual image obtained from
the Picker scanner. Our results correspond to conclusions
that Williamson er al.*' drew in their paper.

Our study shows that in presence of scatter, the effect of
beam hardening on metal streaking artifacts is minor. How-
ever, the best image is obtained with the primary monoener-
getic beam. For the time being, it is not possible to use
monoenergetic beams in CT scanners, however, a narrower
spectrum can be obtained by adding appropriate filtration to
the polychromatic x-ray beam. Also, the scatter contribution
can be suppressed by using the smallest slice thickness. The
collimators that define the slice thickness will help to avoid
some of the scattered photons reaching the detectors.

IV. CONCLUSION

A method for correction of CT metal streaking artifacts
was implemented and validated on several test phantoms and
on a prostate patient. Impact of the artifact correction on MC
dose calculation has been evaluated on both phantoms and
the patient in a set of beam geometries. MC dose distribu-
tions have been calculated for original CT images and CT
artifact-corrected images with the EGSnrc¢/DOSXYZnrc
code. The phantom calculations were compared to dose cal-
culation in the exact geometry; the patient’s dose distribu-
tions were compared by DVHs of a hypothetical target.

The correction algorithm clearly allows to identify and
delineate various structures that are invisible in images con-
taining artifacts. We have found that in order to calculate
dose accurately in between two metallic objects the artifact
correction is essential. In addition, the procedure to convert
HU values to a MC phantom has to be modified by adding an
extra high-density material. In other words, an extended cali-
bration has to be used. The errors in 6 MV photon dose
calculations decreased from 25% for phantom images with
CT artifacts when the default CT calibration was used to less
than 2% for CT artifact-corrected images with the extended
calibration. Similar improvement has been found for 18 MV
photon beam and an 18 MeV electron beam dose calcula-
tions. A hypothetical treatment scenario of the prostate pa-
tient exhibits large differences in DVHs of a hypothetical
target in the original geometry and in the artifact-corrected
geometry, mainly due to miss-assignment of voxels to air in
the presence of metal artifacts.
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We have also briefly investigated scatter and beam hard-
ening as causes of metal streaking artifacts. We have found
that whereas beam hardening has a minor effect on metal
artifacts, scattered photons are an important cause of these
artifacts. A MC model of a CT scanner offers possibilities to
reduce metal artifacts by removing scatter.

The metal streaking artifact correction algorithm results in
a significant improvement in image quality, especially in the
area between metallic objects, and makes material segmen-
tation and dose calculation more accurate. Our work strongly
demonstrates the need for a metal streaking artifact correc-
tion method in Monte Carlo treatment planning. Omission of
a correction algorithm for streaking artifacts in MC planning
systems will lead to large dose calculation errors and poten-
tial mistreatment of patients.
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