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ABSTRACT

Monte Carlo (MC) dose calculations cannot accurately assess the dose delivered

to the patient during radiotherapy unless the patient anatomy is well known. This

thesis focuses on the conversion of patient computed tomography (CT) images into

MC geometry files.

Metal streaking artifacts and their effect on MC dose calculations are first stud-

ied. A correction algorithm is applied to artifact-corrupted images and dose errors

due to density and tissue mis-assignment are quantified in a phantom and a patient

study. The correction algorithm and MC dose calculations for various treatment

beams are also investigated using phantoms with real hip prostheses. As a result of

this study, we suggest that a metal artifact correction algorithm should be a part of

any MC treatment planning. By means of MC simulations, scatter is proven to be a

major cause of metal artifacts.

The use of dual-energy CT (DECT) for a novel tissue segmentation scheme is

thoroughly investigated. First, MC simulations are used to determine the optimal

beam filtration for an accurate DECT material extraction. DECT is then tested on

a CT scanner with a phantom and a good agreement in the extraction of two ma-

terial properties, the relative electron density ρe and the effective atomic number Z

is found. Compared to the conventional tissue segmentation based on ρe-differences,

the novel tissue segmentation scheme uses differences in both ρe and Z. The phan-

tom study demonstrates that the novel method based on ρe and Z information works

well and makes MC dose calculations more accurate.
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This thesis demonstrates that DECT suppresses streaking artifacts from brachy-

therapy seeds. Brachytherapy MC dose calculations using single-energy CT images

with artifacts and DECT images with suppressed artifacts are performed and the

effect of artifact reduction is investigated. The patient and canine DECT studies

also show that image noise and object motion are very important factors in DECT.

A solution for reduction of motion in DECT is proposed.

In conclusion, this thesis strengthens the link between CT and MC dose calcu-

lations by means of artifact reduction and DECT tissue segmentation.
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ABRÉGÉ

Les calculs de dose Monte Carlo (MC) ne peuvent précisément déterminer la dose

délivrée au patient, à moins de bien connâıtre son anatomie. Cette thèse se concen-

tre sur la conversion des images tomographiques du patient en fichier de géométrie

Monte Carlo.

Les artefacts métalliques et leur effet sur les calculs de dose MC sont étudiés.

Un algorithme de correction est appliqué sur les images avec artefacts et les erreurs

de dose dues au mauvais assignement des densités et tissus sont quantifiées dans un

fantôme et une étude de patient. L’algorithme de correction est aussi testé sur des

fantômes avec de réelles prothèses de hanches et l’effet de correction sur les calculs de

dose MC est étudié. En tant que résultat de cette étude, nous suggérons qu’un algo-

rithme de correction des artefacts métalliques soit intégré à tout plan de traitement

MC. Par le biais de simulations MC, le diffusé est prouvé tre une cause majeure des

artefacts métalliques.

L’utilisation d’un scanner double énergie pour une méthode novatrice de seg-

mentation de tissu est minutieusement étudiée. Tout d’abord, les simulations MC

sont utilisées pour déterminer la filtration optimale de faisceau pour une extraction

précise du matériau en scanner double énergie. La méthode à double énergie est

ensuite testée sur un scanner avec un fantôme et un bon accord dans l’extraction

des propriétés des deux matériaux, la densité électronique relative ρe et le nombre

effectif atomique Z est trouvé. Comparé à la segmentation conventionnelle des tissus

réalisée sur la base des différents ρe, la méthode novatrice de segmentation de tissu
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utilise les différences entre ρe et Z à la fois. L’étude du fantôme démontre que cette

méthode basée sur les informations de ρe et Z marche bien et rend les calculs MC

plus précis.

La thèse démontre que la méthode à double énergie supprime les artefacts

métalliques dus aux grains de curiethérapie. Les calculs des dose MC de curiethérapie

utilisant des images scanner de simple énergie avec artefacts et des images à double

énergie avec suppression d’artefacts sont effectués et l’effet de réduction des artefacts

est étudié. L’étude à partir des images de patient et d’images canines obtenues avec

le scanner double énergie montre aussi que le bruit des images et le mouvement des

objets sont des facteurs très importants avec la technique à double énergie. Une

solution pour la réduction du mouvement en scanner double énergie est proposée.

En conclusion, cette thèse améliore le lien entre images CT et les calculs de

dose MC par le moyen d’un algorithme de correction d’artefacts et de la méthode

novatrice de segmentation.
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CHAPTER 1
Introduction

“When you’re diagnosed, I think everything changes.”

Lance Armstrong, professional cyclist and cancer survivor

1.1 Cancer and its treatment

Cancer, an uncontrolled growth and spread of abnormal (or tumor) cells, is

one of the worldwide leading causes of death [1]. In Canada alone, 73,800 people

are estimated to die from cancer and an estimated 166,400 new cancer cases will

occur in 2008 [2]. Cancer can affect every organ in the human body. In terms of

incidence, the most common cancer types worldwide (excluding non-melanoma skin

cancers) are lung, breast and colorectal cancer [3]. According to the World Health

Organization, a third of cancer cases worldwide could be cured if detected early and

treated adequately [1].

Cancer can be treated with a number of treatment methods out of which three

currently prevail: surgery, chemotherapy and radiation therapy. While the goal of

surgery is the removal of the tumor (or the entire organ), chemotherapy uses drugs

that prevent cancer cells from spreading to other parts of the body. Radiation ther-

apy, on the other hand, uses ionizing radiation to kill cancer cells and shrink tumors.
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About half of all cancer patients will receive radiotherapy, either alone or in combi-

nation with other treatment modalities, mostly with surgery or chemotherapy [4].

Radiation therapy is delivered in the form of external beam radiation therapy

where the tumor is irradiated from an external source (a linear accelerator or linac)

and/or brachytherapy where a radiation source is inserted inside or close to the

area requiring treatment. External beam radiotherapy is the most frequently used

radiotherapy type [4].

1.2 Radiotherapy treatment planning

Radiotherapy uses radiation to kill tumor cells by deposition of energy in the

tumor site while sparing surrounding healthy tissue. The energy E deposited by

the radiation in a unit mass of tissue m is called the absorbed dose, D = dE/dm,

and is the source of biological response exhibited by the irradiated tissues. The goal

of radiotherapy is to deliver a lethal dose prescribed by a physician to the tumor

killing the cancer cells while minimally irradiating the healthy tissue and any critical

organs. Currently, it is impossible to deliver dose to the tumor alone, therefore in

order to minimize dose to healthy tissue, radiotherapy treatment has to be carefully

planned and optimized.

A number of radiation types can be used for radiotherapy: photons in the mega-

voltage (MV), orthovoltage or kilovoltage (kV) ranges, electrons, neutrons, protons

or heavier ions. However, 75% of radiotherapy patients are irradiated with photons

and 15% of patients receive treatment with electrons. A photograph of a medical lin-

ear accelerator used for electron and photon external beam radiotherapy is shown in
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figure 1-2.1. Cancer patients are usually irradiated in a prone position from various

angles, as specified by the treatment plan.

Figure 1-2.1: A linear accelerator.

1.2.1 Imaging and organ delineation for radiotherapy

In order to plan the dose delivered to a patient accurately, the exact location

of the tumor and the patient anatomy have to be determined. Presently, a number

of three-dimensional (3D) imaging modalities exist, such as computed tomography

(CT), positron-emission tomography (PET) and single photon emission computed

tomography (SPECT), ultrasound (US) and magnetic resonance imaging (MRI).

While PET and SPECT are mostly used for target localization, US cannot be used

for imaging body parts with air/tissue and bone/tissue interfaces. MR images, on

the other hand, have a very good contrast, but they are impractical for routine use for

radiotherapy planning due to image distortion and long acquisition times. Therefore,

CT is currently the choice of imaging technique for radiotherapy treatment planning

(figure 1-2.2).

3



Figure 1-2.2: A CT simulator.

During the treatment planning process, CT images are used by radiation on-

cologists for tumor contouring and delineation of any organs that need to be spared

during the treatment (or organs at risk - OAR). In order to include any invisible

microscopical disease in the tumor volume and to account for patient positioning

errors and patient motion during the treatment, margins are usually added to the

tumor volume and the so called planning target volume (PTV) is created. During

the treatment planning phase, the entire PTV is then considered to be the target

that needs to be irradiated with a lethal dose that is prescribed by the physician.

Maximum allowable absorbed doses to all OARs are also given by the physician.

Following this, dosimetrists have to find an optimal treatment plan for each indi-

vidual patient. This includes the choice of radiation type and beam arrangement

so that all dose constraints given by the physician are fulfilled. For this purpose,

dosimetrists use computerized treatment planning systems (TPS) employing various

dose calculation algorithms that calculate dose distributions according to the beam

arrangement given by the dosimetrist.

4



1.2.2 Beam arrangement and plan evaluation

Treatment planning for radiotherapy is a complex task, as demonstrated in

figure 1-2.3 where a treatment plan for a prostate patient using an 18 MV photon

beam is shown. Figure 1-2.3a represents the energy absorption of the 18MV photon

beam in water (a tissue substitute) as a function of depth; the percentage depth

dose (PDD) curve of the beam is plotted. The maximum energy absorption occurs

at about 3.5 cm which makes irradiation of deep-seated tumors difficult. In order

to spare healthy tissue, treatment of deep-seated tumors with MV photon beams

requires a multiple-beam arrangement, as demonstrated in figure 1-2.3b. Using such

a setup, the dose to healthy tissue is spread out around the patient and the tumor

volume, the prostate drawn in red, receives the highest dose. The dose to the OAR,

the rectum drawn in blue, delivered on the basis of a satisfactory treatment plan

should be minimal and certainly within the prescribed limits.

To maximize the dose to the tumor and to minimize the dose to the critical

organs, each beam used for treatment has to conform to the shape of the tumor.

However, this is sometimes impossible to achieve with the standard linac components,

such as collimators, blocks and wedges. In such cases, the challenging intensity

modulated radiotherapy (IMRT) technique using multi-leaf collimators (MLC) is

preferred [5–7].

Treatment plans are often evaluated using dose volume histograms (DVH). Each

point of a cumulative DVH for an organ represents the percentage of the organ volume

V receiving at least dose D. Ideally, 100% of the tumor volume receives the lethal

dose prescribed by the physician, which is also the maximum dose Dmax and any
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Figure 1-2.3: The PDD for a typical 18MV photon beam (a). Dose distribution of
a prostate patient calculated for a five 18MV photon beam setup (b) and DVH for
the prostate and rectum (c).

OAR receives zero dose. Unfortunately, this is currently impossible to achieve and a

satisfactory plan has to be found during the plan optimization process. A realistic

DVH example for the prostate (the PTV) and the rectum (the OAR) calculated for

the plan shown in figure 1-2.3b is presented in figure 1-2.3c.

Many researchers attempted to evaluate treatment plans in terms of tumor con-

trol probability and treatment related toxicity of normal tissues [8–10]. It has been

shown that changes in dose of 7% to 15% can either reduce local tumor control sig-

nificantly or increase the rate of normal tissue complication [11]. It is believed that

planned dose distributions have to conform to the tumor shape as closely as possible

and that the dose to the tumor tissue is uniform [12]. It is therefore essential that

clinically used treatment planning systems calculate the planned absorbed dose to a

patient with a high degree of accuracy.
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1.2.3 Dose calculation accuracy

A number of commercial treatment planning systems are available. Each of

them calculates the dose to the patient with a different degree of accuracy [13]. Clin-

ical TPS have to be fast and therefore often use approximative calculation methods.

However, all TPS should follow the recommendations of the International Commis-

sion of Radiation Units and Measurements (ICRU); the accuracy of dose delivery

should be within 2% in low dose gradients or within 2mm spatially in regions with

high dose gradients [14]. However, it has been shown that current algorithms and

their implementations into commercial treatment planning systems often result in

larger deviations [15].

Potentially the most accurate treatment plan can be calculated using the Monte

Carlo (MC) method [16–18]. However, MC methods in radiotherapy are relatively

challenging because accurate models of linear accelerators and the radiation proper-

ties of patient tissues have to be known. Nevertheless, MC-based TPS can take into

account tissue inhomogeneities and different tissue properties derived from CT im-

ages. The drawback of MC-based TPS is that they are computationally demanding

and therefore relatively slow. However, with the fast progress in the field of infor-

mation technology, in few years the issue of computer speed might be solved. It is

believed that accurate MC-based treatment planning systems will be widely used in

the future.

MC-based TPS compared to the conventional TPS have their own specifics,

such as modeling of the accelerator head, conversion of patient CT images into MC

geometry files, the use of variance reduction techniques, etc. Therefore, a thorough
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understanding of these aspects of MC-based TPS is essential, especially when MC-

based TPS are implemented clinically.

Once a satisfactory treatment plan has been created, it is equally important

to accurately deliver the planned dose. Patient positioning errors [19], changes in

patient anatomy and tumor shape between treatment planning and the treatment

itself [20], tumor motion during treatment [21] and linac calibration [22] are just few

examples of factors that influence the accuracy of dose delivery. If serious mistakes

are made during radiotherapy treatment, life-threating injuries and patient deaths

due to overexposure might occur [23–25].

When treatment plans are correctly calculated and a lethal dose to the tumor

is accurately delivered and normal tissue spared, cancer patients might live longer

with a better quality of life. Ultimately, radiation therapy can cure cancer and save

human lives.

1.3 Thesis objectives

Radiotherapy treatment outcomes are related to the dose received during ra-

diotherapy treatments. As described in the previous section, Monte Carlo (MC)

method is potentially the most accurate method for determination of the absorbed

dose delivered to patients during radiotherapy. However, this is only true if accurate

models of treatment machines are built and accurate patient anatomies are used for

dose calculations. The main objective of the thesis is to accurately derive patient

anatomies and tissue properties for MC dose calculations which is currently done on

the basis of patient CT images.
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Chapter 2 of the thesis presents the general background information on CT

technology and MC techniques in radiotherapy. Literature review showing the work

on the conversion of CT images to MC geometry files done by other research groups

is given in chapter 3.

Reduction of CT artifacts, that under certain circumstances appear in CT im-

ages, is closely related to MC dose calculations. One of the most severe and relatively

frequently occurring type of CT artifacts are metal streaking artifacts. Therefore,

a metal artifact correction algorithm and its effect on MC dose calculations is pre-

sented in chapter 4. In the same chapter, causes of metal streaking artifacts are

studied. The topic of metal artifact correction is further explored in chapter 5 where

dose calculations for three common hip prosthesis materials are studied.

Chapter 6 deals with MC simulation of a CT x-ray tube. The simulated x-ray

spectra are further used in chapter 7 where the topic of dual-energy CT (DECT)

material extraction for MC dose calculations is introduced. The feasibility of DECT

material extraction is shown by MC simulations. The effect of DECT on material

segmentation for MC dose calculation for an orthovoltage photon beam is presented.

DECT material extraction is applied to measured CT images of a tissue-equivalent

phantom and MC dose calculations for various treatments beams are studied in

chapter 8. The potential improvement of dose calculations for human tissue is also

investigated.

Chapter 9 of the thesis focuses on practical aspects of DECT including metal

artifact reduction for brachytherapy seeds, patient motion issues and noise in CT
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images. Finally, the results of the thesis are summarized and discussed in the last

chapter where future work is also proposed.
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[10] W.A. Tomé and J.F. Fowler. On cold spots in tumor subvolumes. Med. Phys.,

29:1590–1598, 2002.

[11] A. Dutreix. When and how can we improve precision in radiotherapy? Radio-

ther. Oncol., 2(4):275–92, 1984.

[12] A. Brahme. Dosimetric Precision Requirements in Radiation Therapy. Acta

Oncol., 23:379–391, 1984.

[13] B. Fraass, K. Doppke, M. Hunt, G. Kutcher, G. Starkschall, R. Stern, and

J. Van Dyke. American Association of Physicists in Medicine Radiation Ther-

apy Committee Task Group 53: Quality assurance for clinical radiotherapy

treatment planning. Med. Phys., 25:1773–1829, 1998.

[14] J. Van Dyk, R.B. Barnett, J.E. Cygler, and P.C. Shragge. Commissioning and

quality assurance of treatment planning computers. Int. J. Radiat. Oncol. Biol.

Phys., 26(2):261–73, 1993.

[15] J. Venselaar, H. Welleweerd, and B. Mijnheer. Tolerances for the accuracy

of photon beam dose calculations of treatment planning systems. Radiother.

Oncol., 60:191–201, 2001.

[16] C.M. Ma, E. Mok, A. Kapur, T. Pawlicki, D. Findley, S. Brain, K. Forster,

and A.L. Boyer. Clinical implementation of a Monte Carlo treatment planning

system. Med. Phys., 26:2133–2143, 1999.

[17] J.J. DeMarco, T.D. Solberg, and J.B. Smathers. A CT-based Monte Carlo

simulation tool for dosimetry planning and analysis. Med. Phys., 25:1–11, 1998.

[18] J.S. Li, T. Pawlicki, J. Deng, S.B. Jiang, E. Mok, and C.M. Ma. Validation of

a Monte Carlo dose calculation tool for radiotherapy treatment planning. Phys.

12



Med. Biol, 45:2969–85, 2000.

[19] V. Rudat, M. Flentje, D. Oetzel, M. Menke, W. Schlegel, and M. Wannen-

macher. Influence of the positioning error on 3D conformal dose distributions

during fractionated radiotherapy. Radiother. Oncol., 33:56–63, 1994.

[20] J.L. Barker, A.S. Garden, K.K. Ang, J.C. O’Daniel, H. Wang, L.E. Court,

W.H. Morrison, D.I. Rosenthal, K.S.C. Chao, S.L. Tucker, et al. Quantification

of volumetric and geometric changes occurring during fractionated radiotherapy

for head-and-neck cancer using an integrated CT/linear accelerator system. Int.

J. Radiat. Oncol. Biol. Phys., 59:960–970, 2004.

[21] H. Shirato, Y. Seppenwoolde, K. Kitamura, R. Onimura, and S. Shimizu. In-

trafractional tumor motion: lung and liver. Semin. Radiat. Oncol., 14:10–18,

2004.

[22] P.R. Almond, P.J. Biggs, B.M. Coursey, W.F. Hanson, M.S. Huq, R. Nath,

and D.W.O. Rogers. AAPMs TG-51 protocol for clinical reference dosimetry of

high-energy photon and electron beams. Med. Phys., 26:1847–1870, 1999.

[23] International Atomic Energy Agency. Accidental Overexposure of Radiotherapy

Patients in San Jose. Vienna, Austria, 1998.

[24] International Atomic Energy Agency. Investigation of an accidental exposure of

radiotherapy patients in Panama. Vienna, Austria, 2001.

[25] C.N. de Oliveira. Accidental Overexposure of Radiotherapy Patients in Bialystok.

International Atomic Energy Agency, 2004.

13



CHAPTER 2
Materials and Methods

This chapter gives the general background information concerning the materials

and methods used in the thesis which mainly focuses on Monte Carlo dose calcula-

tions and their improvements. More specifically, the thesis deals with the transition

from patient anatomy defined by computed tomography images into patient geom-

etry data as they are needed for MC dose calculations. Therefore, the introduction

to computed tomography with its main principles is presented, followed by the de-

scription of Monte Carlo methods in radiotherapy.

2.1 Computed tomography

Computed tomography (CT) is an important tool in diagnostic imaging and

cancer therapy. In diagnostic imaging, it is used for anatomical imaging, such as brain

imaging (bleeding in the brain, aneurysm, brain tumors and injuries), thorax imaging

(lung cancer and emphysema) and abdominal imaging and for functional imaging,

such as for cardiac imaging or for multiphase study of the liver. In cancer therapy,

which is the subject of this thesis, CT images are used for treatment planning.

The history of CT dates back to 1972 when the first clinical examinations were

done by G. N. Hounsfield [1]. However, calculation of the absorption distribution was

described earlier by A. M. Cormack [2] on the basis of the mathematical algorithm

developed by J. H. Radon [3]. In 1979, the contribution of G. N. Hounsfield and A.

M. Cormack to diagnostic imaging was recognized by the Nobel Prize in Medicine.
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Currently, CT scanners are compact systems consisting of a CT gantry and a

CT table. Typically, an x-ray tube inside the gantry rotates around a patient as

the CT table translates through the CT bore. The attenuation of the x-rays within

the patient is measured by a detector system which is also located in the gantry.

The detector signal is then sent to a reconstruction computer where CT images are

reconstructed and displayed [4].

Short overviews of CT history, scanner components and reconstruction tech-

niques are given in the next sections.

2.1.1 CT generations

As the technology advanced, more and more sophisticated CT geometries were

developed since the early 1970s. The main goals of each new CT generation were

one or more of the following: reduction of scan time, improvement of image quality

and reduction of cost. Four CT generations are commonly described, as depicted in

figure 2-1.1.

The first generation and second generation CT scanners (figure 2-1.1a and 2-

1.1b) from the early 1970s used very narrow x-ray beams and small detectors and

required long image acquisition times. Therefore, these two generations were in

clinical use for only a few years.

Technological advances in detection of ionizing radiation in mid 1970s allowed

for construction of larger detector systems. This is reflected in the third generation

CT scanners (figure 2-1.1c) where a large fan beam is detected by a large detector

arc. These two rotate simultaneously and therefore the third generation is called the

‘rotate/rotate’ generation.
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Figure 2-1.1: CT generations [4]

Since the third generation CT scanners require rotation of a bulky system and

are also prone to artifacts caused by malfunctioning of even a single detector, fourth

generation CT scanners (figure 2-1.1d) were developed in the late 1970s. The detector
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ring covers 360◦ and is stationary. This generation is also called the ‘rotate only’

generation.

Until 1997, all CT scanners were able to acquire only a single CT image during

a 360◦ tube rotation. In 1998, the first four-slice CT systems were introduced which

significantly decreased the scan times. Since then, third-generation multi-detector

CT (MDCT) scanners are widely used.

2.1.2 CT scanner components

The x-ray tube, the filtration and collimation of the x-ray beam, the compen-

sator (also called the ‘bow-tie’ filter) and the detector ring form the main components

of a CT scanner (figure 2-1.2). These components, specifically designed for the use

in a CT scanner, will be briefly described in the following sections.

The CT x-ray tube is essentially similar to other diagnostic x-ray tubes. How-

ever, it has to operate at high tube voltages, typically between 80–140 kVp, for

relatively long scan times (30–60 s) and high current settings (20–400mA). Large

heat capacities of anode discs are therefore required. A new tube design of so called

‘rotating envelope vacuum vessel’ [5] will allow for a more effective heat dissipation

with a reduced x-ray tube mass. Typically, CT scanners offer two focal spot sizes,

between 0.5 and 1.2mm. An example of two CT spectra at 80 and 120 kVp is given

in figure 2-1.3a. The characteristic peaks of tungsten can be clearly recognized.

The linear attenuation coefficient for soft tissue as a function of photon energy

is plotted in figure 2-1.3b. The graph demonstrates that for diagnostic x-rays, low

energy photons are attenuated preferably over high energy photons. This fact results
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Figure 2-1.2: A fourth-generation ACQSim CT (Philips, Eindhoven, The Nether-
lands) without the cover.

in so called ‘beam hardening’ effect. As a polyenergetic beam passes through mate-

rial, the mean energy of the beam shifts toward high energies (figure 2-1.3c). The

shift in the mean energy of the 80 kVp spectrum as the beam passes through 15 and

30 cm of soft tissue is evident. Beam hardening is more pronounced for materials

with a high atomic number Z.

The slice thickness, field of view (FOV) and partially beam quality are defined

by collimation and filtration. The collimators in the direction of the CT table move-

ment (in the z-axis) define the slice thickness, usually between 0.1 and 10mm. The

collimators in the xy plane define the FOV, typically between 6 and 48 cm. The
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Figure 2-1.3: An example of a CT x-ray spectrum (a) for an 80 kVp beam filtered
with a 2mm thick Al filter (red line) and for a 140 kVp beam filtered with a 10mm
thick Al filter (blue line). The linear attenuation coefficient for soft tissue (b). Beam
hardening demonstration (c) for the 80 kVp beam (red line) after it passes through
15 cm (blue line) and 30 cm of soft tissue (black line).

inherent filtration of CT x-ray tubes is not sufficient to filter out photons with low

energies that significantly increase the dose to patient but never reach the detector

ring and therefore do not contribute to image formation. These low-energy pho-

tons are removed by additional flat filters which are usually made of aluminum and

5–10mm thick.

To ensure a relatively uniform signal at the detector ring, a compensator (or

bow-tie filter, beam-shaper ) is inserted into the beam. It hardly reduces the beam

intensity at the center at all but it significantly attenuates the beam at the edges of

the compensator. Typically, two compensator sizes are available for body scans and

head scans. Compensators are made of low-Z materials minimizing beam hardening.

The detector ring is one of the most challenging parts of the entire CT system.

Currently, solid state scintillation detectors, such as CdWO4 or CsI, are preferred.
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These detectors transform the incident x-ray intensity into a corresponding electrical

signal. The signal is then amplified, converted from an analog to a digital signal and

transferred to a reconstruction computer. In the next section, the currently used

reconstruction technique is briefly described.

2.1.3 Image reconstruction

CT images are matrices of voxels where each voxel is represented by the Hounsfield

Units (HU) of the material. The HU definition is the following:

HU = 1000

(
µ

µw

− 1

)
, (2-1.1)

where µ and µw are the linear attenuation coefficients of a material and water,

respectively. However, the quantity directly measured by CT detectors is the inten-

sity of x-rays attenuated by the scanned object, I. If attenuation measurements are

taken at many x-ray tube positions, the CT image of the object can be reconstructed.

More specifically, intensity measurements used for reconstruction techniques are

stored as the so called sinograms (see figure 2-1.4b). Each point of a sinogram

corresponding to the reading of a detector d at a projection angle Θ is defined as:

p(d, Θ) = −lnI/I0, (2-1.2)

where I and I0 are the intensity of a ray attenuated by the scanned object and

an unattenuated ray, respectively. For an inhomogeneous object represented by a

2D matrix of attenuation coefficients µ(x, y) scanned with a polyenergetic spectrum

of photon energies E between 0 and Emax, the intensity I along a particular ray can

be expressed as:
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I =

∫ Emax

0

I0(E) · e−
∫ d
0 µ(x,y)dsdE, (2-1.3)

where s is the line along the ray. The aim of any reconstruction technique

is to find the two dimensional (2D) distribution µ(x, y) from a certain number of

projections p(d, Θ). The most current CT scanners apply filtered back-projection

(FBP) which will be briefly described in the next sectiona .

Filtered back-projection

In filtered back-projection, the measured data are first filtered in order to re-

move 1/r blurring associated with simple back-projection [8]. This can be done by

either convolving the raw data with a filter of choice in the spatial domain or by mul-

tiplication of the corresponding Fourier transforms in the Fourier domain. The latter

is preferred due to the shorter calculation time. Reconstruction computers usually

offer various filters, such as the Lak filter, the Shepp-Logan, or the Hamming filter [8]

which have more straightforward names in clinical CT scanners, such as ‘bone filter’

or ‘soft filter’. A test tomographic image (the Shepp-Logan head phantom) and its

sinogram are presented in figures 2-1.4a and 2-1.4b. The sinogram filtered by the

Shepp-Logan filter is shown in figure 2-1.4c.

After the data are filtered, they are uniformly distributed across the image

along the projection lines (or back-projected) as demonstrated in figure 2-1.4d. Note

a The measured fan beam data have to be either converted to the corresponding
parallel beam data [6], as done in the thesis, or a modified version of FBP for fan
beam geometry has to be applied [7].
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Figure 2-1.4: The Shepp-Logan head phantom (a) with a non-filtered sinogram cre-
ated from 360 projections over 360◦. The same sinogram filtered with the Shepp-
Logan filter which is a low-frequency band-pass filter (c) and a back-projected image
reconstructed from only 24 projections (d).

that only 24 projections were used for the reconstruction. A number of streaks

appear in the image which is due to the filtration in combination with the small

number of projection angles. The streaks can be removed by using a larger number

of projections, nevertheless, the shape of the head phantom can be seen quite clearly

with only 24 projectionsb .

Recent CT scanners reconstruct images from 2400–4800 projections per 360◦.

The number of readings per projection angle strongly depends on the selected FOV

and the number of detectors and their temporal resolution.

CT scanners can operate in an axial mode where the CT table is stationary

during the x-ray tube rotation or in a helical (or spiral) mode. In the helical mode,

the table moves with a constant speed through the gantry as the x-ray tube spins

b Figure 2-1.4 was created with a MATLAB (The Mathworks, Natick, MA) graphi-
cal user interface which was developed for teaching purposes of CT image reconstruc-
tion.
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around the patient. This makes the image acquisition faster, however, an additional

step in image reconstruction is needed [8]. Attenuation data have to be interpolated

to an arbitrary slice position.

2.1.4 Data storage

CT images are most often stored in so called DICOM (Digital Imaging and

Communications in Medicine) file format [9]. The image files consist of a header

that contains patient specific information, such as the name of the patient, the date

of birth, etc., equipment specific information, such as the scanner manufacturer and

the hospital name and image parameters. The image matrix size, bits allocated and

stored for each pixel, the slice position and thickness are just examples of image

parameters of a DICOM file header.

Usually, the memory allocated for each pixel of a DICOM image is 16 bits.

However, these 16 bits are not always used and usually HU are stored only as 12-bit

values for further image processing, such as volume rendering. This obviously affects

the range of CT numbers that can be stored. If CT images are stored as 12-bit

numbers, the HU scale can extend only over 4096 values. Taking into account that

the HU of air is -1000, the maximum HU stored as a 12-bit number can then be

only 3095. This causes problems when high density objects with HU often larger

than 15,000, such as metals, are present in patient bodies. The HU of these objects

cannot be retrieved correctly from DICOM files.

If needed, raw data from the scanner can be saved and transferred to a PC

for further processing. The raw data file contains detector signals at each x-ray

tube position, detector calibration data and air calibration data. The structure and
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encoding of raw data files vary significantly between manufacturers. The raw data

files are crucial for user-specific image reconstruction as demonstrated in the thesis.

2.2 Monte Carlo dose calculations

In radiation therapy, the absorbed dose delivered to patients during a treatment

is the primary physical quantity available for the treatment outcome analysis. Since

treatment plans have to be optimized (i.e. the dose calculations have to be re-run)

by changing the beam arrangement, clinical dose calculation algorithms have to be

relatively fast. They also have to be reasonably accurate, it is believed that the dose

should be calculated with a 2% accuracy [10], so that the clinical outcome can be

reliably related to the calculated dose distribution. The goal of the modern dose

calculation techniques is to find a compromise between ‘high accuracy’ and ‘high

speed’.

For an accurate calculation of the dose distribution in a patient, the actual beam

used for the treatment and the patient geometry have to be known with a reasonable

accuracy. Therefore in general, dose calculations consist of two parts:

• modeling of the linac radiation output

• transport of energy in the patient geometry

Depending on the dose calculation algorithm, these two steps are performed

at various levels of approximation. Two main approaches for dose calculations are

currently in use: model-based methods, such as the pencil beam or superposition

algorithms and the more sophisticated and accurate Monte Carlo method.

This thesis focuses on Monte Carlo dose calculations (MCDC) and therefore

more details about Monte Carlo particle transport will be given in the following
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sections. It has to be noted, however, that some work done for MCDC might also be

applicable to the model-based algorithms, such as the results from the CT artifact

reduction studies presented in chapters 4 and 5.

The Monte Carlo (MC) method is any method which solves a problem by gener-

ating suitable random numbers and observing that fraction of the numbers obeying

some property or properties. The method is useful for obtaining numerical solutions

to problems which are too complicated to solve analytically.

In radiotherapy, particle transport in treatment machines and consequent en-

ergy deposition in patients (i.e. dose delivery) can be simulated using a pseudo-

random processes controlled by statistical distributions. A number of validated MC

codes have been used in radiotherapy, such as the EGS codes [11, 12], MCNP [13],

Geant [14], VMC++ [15] and Penelope [16]. Each of them models the physics of

particle transport in a different way and with different accuracies for each particle

type and energy. The physics and some of the common features of MC codes in

radiotherapy will be described.

2.2.1 Photon and electron transport

Photons with energies encountered in radiotherapy interact with matter via four

main processes: coherent (Rayleigh) scattering, photoelectric absorption, incoherent

(Compton) scattering and pair-production. In the latter three processes, photon

energy is partially or completely transferred to either an electron or an electron-

positron pair. Most of the photon interactions cause a significant change in the

energy and the direction of the photon.
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Electrons undergo a large number of elastic interactions (conserving their en-

ergy) when they travel through matter. They lose their energy by two main processes:

inelastic collisions with atoms and molecules and radiative interactions. Inelastic col-

lisions are followed by either ionization or excitation. Ionization results in the emis-

sion of secondary electrons (or δ electrons) and excitations relax by the emission of

gamma rays or Auger electrons, both with characteristic energies. Therefore, photon

and electron interactions are often referred to as coupled electron-photon showers.

In MC methods in radiotherapy, particles (e.g. photons which are the subject

of our work) are created with a specific position, energy and direction derived from

the source definition of the treatment machine. A new position of each particle is

determined on the basis of the particle type, energy and the medium through which

the particles are transported. The interaction type at the new position is calculated

from the interaction probability distribution and a new energy and direction of the

photon is determined. If new particles in this interaction are created (such as elec-

trons in Compton effect), their paths are also followed. Eventually, the photons are

absorbed by the medium either by photoelectric effect or by pair production. Or,

the photon energy is deposited locally and the history is terminated when particles

slow down to a certain predefined energy.

This ‘event-by-event’ particle transport is relatively fast for neutral particles.

The energy loss and flight direction change for majority of interactions is significant,

therefore, the number of interactions is relatively low and analog simulations are

applied. However, charged particles undergo a large number of interactions with a

small change in flight direction and for the sake of calculation time, it is not practical
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to follow their histories on the ‘event-by-event’ basis. The so called ‘condensed

history’ (CH) schemes are applied for the transport of charged particles.

Analog simulations

After a photon is sampled from the source distribution, the analog simulation

consist of four main steps that are repeated until the particle is locally absorbed or

leaves the geometry:

• The distance r to the next interaction is selected. This is calculated using the

linear attenuation coefficient µ of the medium at the given photon energy and

a random number ξ by r = − ln(1−ξ)
µ

.

• The particle is transported to the next interaction site taking into account

geometry constrains using basic ray tracing.

• The interaction type is selected taking into account the cross-sections of all

possible interactions.

• The selected interaction is simulated by sampling energy/direction changes

from the differential cross-section of the selected process.

Condensed history simulations

In condensed history simulations, introduced by Berger [17], many ‘small-effect’

interactions are grouped into relatively few condensed-history steps. Two classes

of CH schemes are defined in the paper by Berger. Class I treats electrons with

all energies with the CH algorithm. Class II, on the other hand, simulates electrons

above a predefined threshold explicitly, i.e. analog simulations are applied. Electrons

with an energy above the threshold undergo the so called ‘catastrophic’ collisions in

27



which Bremsstrahlung photons and secondary electrons with energies larger than a

predefined thresholds are created.

2.2.2 EGS codes

The EGS (Electron-Gamma-Shower) codes (BEAM [18] and DOSXYZnrc [19])

were developed in NRC (National Research Council, Ottawa, ON) on the basis of the

EGS4 codes [20] originally written at SLAC (Stanford Linear Accelerator, Stanford,

CA). The EGS codes are very popular among radiotherapy researchers and were

also used throughout this thesis where photon and electron radiotherapy beams and

photon diagnostic beams are simulated.

BEAM

The BEAM code [18] is mainly used for MC simulation of accelerator heads

resulting in a distribution of particles at the exit window of a linac. This so called

‘phase space’ file (phsp) contains the information about the charge (Q), energy (E),

position (x, y), direction (u, v, w) and weight (wt) of each particle. In order to

calculate the dose delivered to a patient during treatment on a specific linac, the

phsp has to represent the real particle distribution as closely as possible.

The simulation geometry in BEAM is defined by means of component modules

(CM). These predefined geometries comprise the standard components of a linac,

such as the target, the jaws, the flattening filter, etc. which helps the user to relatively

easily define the geometry of any linac. In the thesis, BEAM is used for simulation of

a diagnostic CT x-ray tube. The geometry of the simulation consisted of the following

CMs: the XTUBE , the SLABs CM for simulation of the inherent filtration and the
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JAWS CM defining the FOV and the slice thickness. More details are given in

chapter 6.

DOSXYZnrc

Throughout the thesis, unless specified otherwise, dose distributions in phan-

toms and patients are calculated with the EGSnrc/ DOSXYZnrc code [19]. The

simulation geometry and the beam arrangement are entered into the simulation.

The phantom/patient 3D voxelized geometries are usually created on the basis of

CT images. The absorbed dose per incident particle (history) and the statistical

uncertainty of each voxel of the geometry are the outputs of each dose calculation.

In order to define the beam geometry for dose calculations, various source models

can be used in the DOSXYZnrc code. Throughout the thesis, the code was used with

four different source models: parallel rectangular beam incident from the front for

simulation of detector responses; a point source incident from the front and phase-

space source incident from any angle for simulations of a CT scanner (chapters 4

and 7) and finally parallel rectangular beam incident from any angle for phantom

and patient dose calculations (chapters 4, 5, 7 and 8).

The simulations of the CT scanner were performed in a modified version of the

DOSXYZnrc code [21]. In this version of the code, phsp files are rotated by the

projection angle and photons undergoing scatter are tagged. Phsp files created by

primary and scattered photons can therefore be distinguished. The round detec-

tor ring was simulated by curving the phsp plane, i.e. by finding intersections of

interpolated photon tracks with the detector ring.
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Material definition

Cross-section data for each material used in a simulation have to be created.

The PEGS4 stand-alone program is run for each medium of the simulation. The

program interpolates the cross-sectional data of the material by means of piecewise

linear fits. The elemental composition, the density and a number of parameters have

to be set, such as the photon and electron energy cutoffs for the fits, Rayleigh scatter

on/off, density-data effect, etc.

The parameters of the material cross-section file name have to be in agreement

with parameters of the actual simulation. For example, if low-energy photon inter-

actions are the subject of a study, Rayleigh scatter should be included in both the

simulation and the PEGS4 program. Other parameters that can be switched on are

bound Compton scattering and atomic relaxations, e.g.

Calculation time

The MC method in radiotherapy has the advantage that it is the most accurate

method to calculate dose distribution within a patient. However, MC methods are

generally very demanding on CPU time, especially if detailed calculations are needed.

Various methods to reduce the calculation time without compromising the results

can be applied. It has to be noted that any of these techniques have to be first tested

to evaluate their effect on the final result of the simulation.

Two parameters that influence the calculation time and have to be set for each

simulation are the electron and photon cutoff energies, ECUT and PCUT, respec-

tively. If the total energy of an electron/photon after an interaction falls below

ECUT/PCUT, then the particle’s history is terminated and the energy is deposited
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locally. Depending on the problem, ECUT and PCUT can be set accordingly. For

example, for a simulation of an x-ray tube filtered with 11mm of aluminum, the

PCUT can be set to 0.02MeV because 20 keV photons hardly penetrate the filter at

all. ECUT can therefore be set to 0.531MeV (it includes the rest mass of electron).

On the other hand, if one is interested in detailed dosimetry effects in submillimeter

voxels, ECUT and PCUT have to be sufficiently low. In BEAM, ECUT and PCUT

can be different for different CMs.

A number of variance reduction techniques can be applied in the EGS codes.

One of them, used in the thesis for the simulation of a CT x-ray tube, is the

Bremsstrahlung splitting technique. In order to speed up the x-ray tube calculations,

directional Bremsstrahlung splitting (DBS) was used. The number of Bremsstrahlung

photons was set to 2000, meaning that each Bremsstrahlung process produces 2000

photons with a weight of 1/2000. Photons that are not aimed into a user-defined

field are discarded. With DBS, the efficiency of the calculation was increased by a

factor of 3000 compared to simulations with no Bremsstrahlung splitting [22].
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CHAPTER 3
The role of CT images in Monte Carlo dose calculations

The use of CT images for MC dose calculations is presented in this chapter.

First, spectral measurements of CT x-ray tubes are described. The quality of CT

x-rays directly influences the image quality and is therefore closely related to the

conversion of CT images into material properties. Subsequently, the difficulties of

the conversion of CT images into MC geometry files are described. An introduction

to possible solutions, the main topic of the dissertation, is given. This chapter serves

as background information and a literature review for the rest of the thesis which

consists mainly of papers published in peer-reviewed journals.

3.1 CT x-ray spectra

Diagnostic CT x-ray tubes produce kilovoltage x-rays by impinging accelerated

electrons on a tungsten target. The mean energies of the x-ray spectra vary between

40–100 keV depending on the tube voltage and beam filtration. As mentioned in the

previous chapter, beam hardening is an important effect in CT. The effect is one of

the causes of image artifacts in CT (see section 3.4) and is usually taken into account

in the image reconstruction process on clinical CT scanners. In order to correct for

beam hardening and for other quantitative studies in the field of CT, the knowledge

of x-ray spectral properties is key.

Spectral measurements of CT x-rays are not a trivial task, mainly due to the

high flux of the x-ray tube and the CT scanner geometry. A very small collimator has
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to be used for a direct spectral measurement, however, the alignment of the whole

system [1] and the collimator choice [2] are crucial.

An alternative approach to measurement of CT x-ray spectra is the reduction of

the high photon flux by Compton scatter. The Compton scatter setup for spectral

diagnostic x-ray tube measurements was introduced in medical physics by Yaffe et

al. [3] and used a number of times in the past by other authors [4–7].

Semiconductor detectors are mostly used for spectral measurements of diagnostic

x-rays. High purity germanium (HP-Ge) needing a large cooling system [8–10] and

more convenient smaller cadmium zinc telluride (CdZnTe) and cadmium telluride

(CdTe) [11] detectors are widely used. The disadvantage of these detectors is that

their signal has to be corrected for the detector response. This is usually done with

the so called ‘stripping method’ [1, 11, 12].

X-ray spectra can also be calculated by MC simulations. Whereas Boone et

al. [13], Schmidt and Kalender [14] and DeMarco et al. [15] simulated x-ray spectra for

estimation of patient dose from CT examinations; other authors extensively studied

dose and scattered radiation in cone beam CT (CBCT) using MC simulations [16–18].

Several analytical programs exist that can also be used to estimate spectra from

a CT x-ray tube. Usually, the tube voltage, voltage ripple, anode material and angle

are entered into these programs. The calculation of x-ray spectra with analytical

programs is very fast at the expense of accuracy. Boone and Seibert [19] presented the

TASMIP code that uses interpolations to spectra measured by Fewell [20]. Another

program, Spektr [21], a computational tool for x-ray spectra production, is also based

on TASMIP. Poludniowski and Evans [22, 23] studied penetration characteristics of
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electrons into x-ray targets and calculated the Bremsstrahlung and characteristic

parts of x-ray spectraa .

3.2 CT-to-density conversion

For Monte Carlo treatment planning (MCTP) performed in the commonly used

EGSnrc/ DOSXYZnrc code [24], each voxel of patient CT images, acquired prior

treatment planning, has to be converted into mass density (ρ) and material type.

Since CT images are represented by means of linear attenuation coefficients (µ),

this means that µ of each voxel has to be converted into a ρ and a material type.

However, there is no direct relationship between µ and ρ for human tissues scanned

in kilovoltage CT scanners.

As already mentioned, the mean energy of CT x-ray beams varies between 40–

100 keV. In this energy range for human tissues with effective atomic numbers (Z)

between 5 and 14, attenuation of x-ray beams consists of a combination of the photo-

electric effect, Compton scatter and coherent scatter. Whereas Compton effect and

coherent scattering are independent of Z, photoelectric effect depends strongly on

Z. Therefore, assignment of ρ to µ is not straightforward.

For megavoltage (MV) CT that makes use of a MV treatment beam for imaging,

the problem of assignment ρ to measured µ is overcome [25–27]. This is due to the

fact that Compton effect is the dominant interaction type for MV beams which scales

with ρ and is Z independent. On the other hand, soft tissue contrast is significantly

a An educational graphical user interface for x-ray production based on this
method was developed at the Medical Physics Unit of McGill University.
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reduced in the MV energy range, therefore MVCT is not very practical for treatment

planning.

The commonly used method for conversion of CT images into ρ-maps is done

with a (ρ, HU) calibration curve. It is created by scanning a set of tissue-equivalent

materials with known ρ which are plotted against the measured HU. The calibration

curve consisting of piecewise linear fits to the data is then created. It is important

that a suitable set of tissue-equivalent materials for this conversion step is chosen.

Moreover, a unique calibration curve has to be created for each CT scanner and each

tube voltage [28].

A lot of effort has been done to ensure a correct (ρ, HU) conversion scheme

is used. Constantinou et al. [28] presented a CT calibration phantom and showed

that calibration curves are scanner specific. A stoichiometric calibration using tissue

substitutes is presented in the paper by Schneider et al. [29] where both the measured

HU of tissue substitutes and the chemical composition of real tissues are used to

predict HU for human tissues. Later on, Schneider et al. [30] simplified the method

by introducing interpolation functions into the problem. Elemental weights of human

tissues were derived with a reasonable accuracy. An accurate elemental composition

was shown to have an effect on electron beam dose calculation results using the EGS4

code [31].

In 1999, Thomas [32] investigated the susceptibility of incorrect ρ assignment on

dose calculation results using a simple 1D scaling method for a 6MV photon beam.

Thomas concluded that if no calibration data for a given CT scanner are available
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and therefore a default calibration curve is used, no significant dose calculation errors

are introduced.

Kanematsu et al. [33] proposed a polybinary calibration that approximates body

tissues to mixtures of muscle, air, fat and bone and created a calibration curve based

on the same principle, constructed from four tissue substitutes - water, air, ethanol

and a potassium phosphate solution. More recently, Verhaegen and Devic [34] studied

the effect of calibration curves, created with calcium and ethanol solutions, on MC

dose calculations. Large dose calculation errors were reported in this paper, up to

10% when the EGSnrc/DOSXYZnrc default CTCREATE [24] calibration curve is

used. They also pointed out the unsuitability of Teflon as a calibration material.

A problem of assigning of HU to ρ arises when metallic foreign objects inside

human bodies are scanned. Hip prostheses, dental fillings, brachytherapy seeds or

surgical clips are just few examples. The fact that CT images are usually stored as

12-bit numbers limits the extent of available HU scale (see section 2.1.4). During

the treatment planning stage, correct densities of the metals cannot be assigned on

the basis of the limited HU scale and thus the accuracy of dose calculations might

be severely affected.

Coolens et al. [35] offer a solution to the limited CT scale for hip prosthesis

patients by utilization of an extended CT scale. In their paper, the HU are scaled

down by a factor of 10 and the HU scale is extended accordingly. Coolens et al.

concluded that using appropriate windowing and leveling, the dimensions of hip

prostheses can be extracted with a reasonable accuracy. The method of downscaling
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the HU scale was originally introduced by Klotz et al. [36] and later tested by Link

et al. [37].

3.3 CT-to-material conversion

The conversion of CT numbers into material types is also an important step in

MCTP. Usually, a set of material types is assigned to a set of HU ranges. These

ranges are defined in a number of ways.

The simplest and in most cases probably the least accurate method to assign

materials to HU is the use of the default EGSnrc/DOSXYZnrc CTCREATE sub-

routine [24]. Many authors used the CTCREATE ramp [38–41] where only 4 tissue

types are assigned (air, lung, tissue and bone). Such coarse material segmentation,

especially with the default HU ranges, can cause serious dose calculation errors [34].

DuPlessis et al. [42] presented a study in which they derived a number of human

tissues that are needed for an accurate assessment of dose from an 8MV photon

beam. They concluded that if the dose is to be calculated within 1%, 57 tissue

subsets have to be defined with a HU bin width of 30HU. The percentage depth

dose (PDD) curves of the 8MV photon beam are used to quantify dose differences

between various tissue types. DuPlessis et al. conclude that a similar study has to

be performed for each treatment beam.

A multi-center CT-to-material conversion study was carried out in 2007 and

the results were summarized in the paper by Vanderstraeten et al. [43]. They show

that for a 6MV photon beam dose calculations, the following tissue segmentation is

needed: air, lung, adipose, tissue and 10 bone bins. If the 10 bone bins are combined
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into a single bone type, dose errors in bone tissue can be as high as 10% for the 6MV

photon beam.

3.4 CT artifacts

CT artifacts, i.e. any discrepancy between the measured HU and the true atten-

uation coefficient, can significantly influence image quality. CT artifacts can cause

misdiagnosis and patient dose miscalculation if not properly treated. They can be

patient, scanner or physics based. Metal streaking artifacts (see figure 3-4.1) are

relatively frequently seen due to dental fillings and hip prosthesis and are one of the

most severe types of artifacts that cannot be completely avoided.

Figure 3-4.1: CT image of pelvis of a prostate patient with bilateral hip prosthesis.
Window at 400HU, level at 50HU.

In the past two decades, metal artifact reduction (MAR) techniques have been

studied extensively. Pawlicki and Ma [44] investigated the effect of metal streaking

artifacts on treatment planning for head and neck patients. They used the simplest

41



approach for metal artifact reduction in which artifact corrupted voxels are identified

visually and their CT numbers modified manually.

As early as in 1987, Kalender et al. [45] introduced the so called sinogram

interpolation method. The method consists of identification of projections pertaining

to the high-Z materials causing the artifacts and the consequent filling in of these

corrupted projections. In the paper by Kalender et al., the missing projections

are defined semiautomatically and linear interpolation for sinogram filling is used.

Roeske et al. [46] presented a study in which metal streaking artifacts are corrected by

cubic spline interpolation for a phantom and gynecology patients with the Fletcher-

Suit metal applicator. Yazdi et al. [47] presented a more elaborate approach taking

into account the neighboring projections during the interpolation stage.

Hsieh [48] presented an adaptive filtering technique for streaking artifact reduc-

tion but he did not apply the algorithm for MAR. Metal streaking artifacts can also

be reduced by various iterative algorithms, such as the iterative deblurring [49–52]

and the maximum likelihood algorithm [53].

Watzke and Kalender [54] attempted to improve MAR by combining and proper

directional weighting of two MAR techniques, linear interpolation of reprojected

metal traces and multi-dimensional adaptive filtering of raw data. They concluded

that minor new artifacts introduced by the linear interpolation method are dimin-

ished when the technique is combined with the adaptive filtering algorithm.

More recently, Bal et al. [55] presented a tissue-class model by applying a seg-

mentation of the original image into different material classes using a clustering

algorithm. Projections corresponding to the metals are in-painted using a linear
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interpolation. Jackowski et al. [56] introduced a maximum intensity projection algo-

rithm for cranial CT data to identify a burned person with the use of dental informa-

tion. Kim and Tomé [57] investigated the effect of metal streaking artifacts and four

different MAR techniques on normal tissue complication probability (NTCP) and

tumor control probability (TCP) for head and neck patients. They conclude that

metal artifacts, especially due to dental fillings, have an impact on the estimates of

TCP and NTCP.

3.5 Dual-energy CT

An alternative method for CT-to-density and CT-to-material conversion, exten-

sively investigated in this thesis, is the use of dual-energy CT (DECT). The main

concept of DECT is to scan an object with two significantly different x-ray tube

voltages, thus obtaining two different attenuation coefficients of each voxel, µ1 and

µ2. Knowing the properties of the two x-ray spectra and relating the measured µ1

and µ2 on the basis of a parameterization of the linear attenuation coefficient, the Z

and ρ or the electron density, ρe, of each voxel can be calculated. These quantities

can then be used for an improved CT-to-density and CT-to-material conversion.

The idea of DECT was independently introduced by two groups in 1976. It

was Rutherford et al. [58] and Alvarez and Macovski [59] who suggested obtaining

two different material properties from two CT scans by the means of splitting the

attenuation coefficient into the photoelectric and Compton component. Both groups

parameterize µ as a function of energy (E), Z and ρe, however, whereas Rutherford

et al. work in the image domain, Alvarez and Macovski decompose the photoelectric

and the Compton attenuation parts directly in the projection space.
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After the introduction of DECT, various authors presented their studies in the

field of DECT material extraction. Russell et al. [60] in their paper conclude that the

use of DECT can demonstrate change in brain tissue composition after irradiation

with a 4MeV beam that cannot be quantified by single-energy CT measures. Later

on, Heismann et al. [61] presented their own algorithm for material extraction using

the so called ρZ projection technique.

X-ray tubes in commercial CT scanners produce polychromatic x-rays causing

problems in the DECT analysis, such as beam hardening. Some authors use monoen-

ergetic radiation for DECT. While Rizescu et al. [62] use a 192Ir source, Torikoshi et

al. [63] and Tsunoo et al. [64] make use of synchrotron radiation. Kirby et al. [65]

presented a study where they also used synchrotron radiation for DECT material

extraction of low-Z materials.

More recently, Williamson et al. [66] studied two approaches for the reconstruc-

tion of Z and ρ from DECT images - a parametric fit model (PFM) and a basis vector

model (BVM) based on the assumption that attenuation coefficients of any biological

substance can be approximated by a linear combination of mass attenuation coef-

ficients of two dissimilar basis substances. By means of mathematical simulations

they showed that the BVM technique is more promising in realizing DECT material

extraction.

If DECT is performed in two consecutive scans, patient motion between the

two scans might occur. As a result, the two CT image sets might not be mutually

registered and DECT material extraction might not be possible. Therefore, extensive

research on patient motion reduction specifically for DECT has been done. Until now,
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two main paths have been followed. Siemens (Siemens Medical Solutions, Forchheim,

Germany) presented a dual-source CT scanner where two acquisition systems with

an angular offset of 90◦ are mounted onto the rotating gantry [67–69]. Kalender et

al. [70] and Vetter et al. [71], on the other hand, presented a CT scanner with rapid

kVp switching. Both techniques make possible to simultaneously scan at two kVp

settings and therefore reduce patient motion during DECT scanning.
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CHAPTER 4
Correction of CT artifacts and its influence on Monte Carlo dose

calculations

Currently, the dose delivered to a patient during radiotherapy is determined on

the basis of the patient computed tomography (CT) images. In order to calculate

the dose accurately, the exact patient anatomy has to be known. However, if the

CT images contain artifacts, the interpretation of the patient anatomy might be

incorrect.

CT artifacts can cause not only misdiagnosis but they can also result in dose

calculation errors. For dose calculation algorithms taking tissue inhomogeneities

into account, CT numbers are converted into electron densities. The conversion of

incorrect CT numbers due to artifacts might affect dose calculation outcomes. Dose

calculation errors depend on the extent of the artifacts, the beam used for treatment

and the dose calculation algorithm.

In this chapter, a thorough study on metal streaking artifacts and their impact

on Monte Carlo dose calculations is presented. The study, published in Medical

Physics, describes a sinogram interpolation correction algorithm which is applied on

in-house built head and pelvic phantoms and a prostate patient with bilateral hip

replacement. The effect of the correction on tissue segmentation and Monte Carlo

dose calculations is studied. The effect of material mis-assignment due to artifacts

is investigated.

56



It is important to understand the causes of CT artifacts so that the formation

of artifacts is, if at all possible, suppressed or prevented. By using Monte Carlo

simulations of a CT scanner, the role of beam hardening and scatter in metal artifact

creation is investigated.

Authors: M. Bazalova, S. Palefsky, L.Beaulieu and F. Verhaegen
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Awarded by: 2007 Sylvia Fedoruk Prize

Abstract

Computed tomography (CT) images of patients having metallic implants or dental

fillings exhibit severe streaking artifacts. These artifacts may disallow tumor and

organ delineation and compromise dose calculation outcomes in radiotherapy. We

used a sinogram interpolation metal streaking artifact correction algorithm on sev-

eral phantoms of exact-known compositions and on a prostate patient with two hip

prostheses. We compared original CT images and artifact-corrected images of both.

To evaluate the effect of the artifact correction on dose calculations, we performed

Monte Carlo dose calculation in the EGSnrc/DOSXYZnrc code. For the phantoms,

we performed calculations in the exact geometry, in the original CT geometry and

in the artifact-corrected geometry for photon and electron beams. The maximum

errors in 6MV photon beam dose calculation were found to exceed 25% in original

CT images when the standard DOSXYZnrc/CTCREATE calibration is used but

less than 2% in artifact-corrected images when an extended calibration is used. The
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extended calibration includes an extra calibration point for a metal. The patient dose

volume histograms of a hypothetical target irradiated by five 18MV photon beams in

a hypothetical treatment differ significantly in the original CT geometry and in the

artifact-corrected geometry. This was found to be mostly due to miss-assignment of

tissue voxels to air due to metal artifacts. We also developed a simple Monte Carlo

model for a CT scanner and we simulated the contribution of scatter and beam

hardening to metal streaking artifacts. We found that whereas beam hardening has

a minor effect on metal artifacts, scatter is an important cause of these artifacts.

4.1 Introduction

The aim of cancer radiotherapy is to deliver a prescribed radiation dose to

a defined tumor volume while minimizing the damage to the surrounding healthy

tissue. An important step in cancer radiotherapy is the treatment planning. It is

frequently done on the basis of CT (Computed Tomography) images. CT images

are represented by Hounsfield units, defined as HU = 1000(µ/µw-1), where µ and µw

are the linear absorption coefficients of a material and water, respectively. During

the planning, the tumor and organs at risk are delineated and the dose to these

structures and to normal tissue is determined. The treatment plan is then optimized

until all dose requirements usually set by a physician are met.

Two approaches to calculate the dose delivered to patients are currently in use.

Whereas in conventional treatment planning, the dose is calculated using a model

in which patients consist of water (possibly considering electron density), in Monte

Carlo Treatment Planning (MCTP), the CT image is segmented into a few materials

(e.g. air, tissue, bone) and the dose is calculated taking these media into account.
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In the ideal case, the MCTP leads to more accurate dose calculation [1]. However,

due to potential artifacts in CT images, inaccuracies in assigning of HU might result

in significant dose miscalculation in both treatment planning methods. Due to an

additional miss-assignment of media in MCTP, this method can potentially lead to

larger dose calculation errors than conventional treatment planning, which is the

research topic of this paper.

The origins of CT artifacts, discrepancies between reconstructed HU in CT im-

ages and the true attenuation coefficients, are believed to be known [2]. Metal streak-

ing artifacts appear when a high atomic number, high density material is present in a

scanned object which might severely degrade image quality. For example, in between

two hip prostheses in a patient’s body there is practically no information about the

patient’s geometry which can be detrimental for treatment planning. Bright and

dark streaks not only disallow tumor and organ delineation but might also cause

dose miscalculation. As a result, there is a strong need to reduce CT artifacts in

MCTP due to potential incorrect assignment of media. The purpose of this work is

to investigate the effect of metal streaking artifact correction on CT image quality

and Monte Carlo (MC) dose calculations.

Streaking artifact correction algorithms have been developing in recent years.

The simplest approach that can be used for minor artifacts is to correct for dis-

crepancies in the CT images themselves [3]. The more sophisticated approaches use

three main techniques: filtered back-projection (FBP) on a modified sinogram [2–4],

filtering techniques [5] and iterative algorithms [6–10].
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Filtered back-projection on a modified sinogram artificially fills corrupted seg-

ments in sinograms that correspond to projections containing high density materials.

Kalender et al. [4] used linear interpolation within each projection, while Roeske

et al. [11] applied a cubic spline fit to correct for artifacts in images containing

Fletcher-Suit applicator. Yazdi et al. [12] in their recent work also used neighboring

projections at different angles to correct for metal artifacts in CT images of patients

with hip prostheses.

Iterative algorithms can use different techniques, such as iterative deblurring

[6–9] and the maximum likelihood algorithm [10]. Although iterative algorithms

usually result in slightly better image quality, they need longer computation time

which makes them currently impractical for clinical use.

In this paper, a FBP method on modified raw data is demonstrated that uses

cubic interpolation of missing sinogram data. The correction algorithm is used on

various cylindrical phantoms and on a prostate patient. The impact of the correc-

tion method on Monte Carlo dose calculation for both phantoms and the patient is

determined. Moreover, scatter and beam hardening are briefly studied as potential

causes to metal streaking artifacts.

4.2 Materials and methods

4.2.1 Scanning protocols and phantoms

A fourth generation single slice Picker PQ5000 CT scanner was used to acquire

images of two cylindrical water phantoms (15 cm and 27 cm in diameter) simulating

head and pelvis anatomies. The phantoms were scanned in axial mode at 120 kVp

and 400mAs. Both full field and half field sizes of the scanner were used, resulting
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phantom #1 phantom #2 phantom #3 phantom #4 phantom #5 

Figure 4-2.1: Schematic overview of three cylindrical head phantoms (#1, #2 and
#3, 15 cm in diameter) with small steel cylinders (1.3 cm in diameter) mimicking
dental fillings and of two cylindrical pelvic phantoms (#4 and #5, 27 cm in diameter)
with large steel cylinders (2.8 cm in diameter) mimicking hip prostheses. The full
circles represent steel cylinders, the remaining materials are listed in table 4-2.1.

in 512×512 pixel images. The HU range in the original CT image from the scanner

is [-1000, 3095].

The two phantoms were scanned with various inserts, holding steel cylinders

mimicking dental fillings or hip prostheses, Teflon cylinders mimicking bone and vials

with different in-house made solutions of ethanol and calcium compounds. Steel was

chosen as one of three commonly used hip prosthesis materials [13]. In this paper,

artifact correction results of five phantoms are presented: phantoms #1, #2 and

#3 are head phantoms; phantoms #4 and #5 are pelvic phantoms (figure 4-2.1).

Phantoms #1 and #2 are similar phantoms that contain five small steel cylinders to

simulate dental fillings positioned either close together or further apart. The small

cylinders are placed closer to the phantom surface in phantom #2, so that electron

MC dose calculation can be done. Phantom #3 consists of four steel cylinders

interleaved by three small Teflon cylinders that mimic teeth.
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Table 4-2.1: Composition by fractional weight of Teflon cylinders and solutions used
in the phantoms.

Fraction by weight
# Material/solution ρ(g/cm3) H C N O F Cl Ca
1 Teflon 2.200 24.02 75.98
2 Ca(NO3)2 1.045 10.41 1.19 86.69 1.71
3 C2H5OH 0.931 11.93 19.81 68.26
4 CaCl2 1.184 8.29 65.78 16.56 9.37
5 C2H5OH 0.838 12.66 39.63 47.71
6 Ca(ClO4)2 1.119 9.33 82.93 4.94 2.80
7 CaCl2 1.025 10.66 84.58 3.04 1.72
8 C2H5OH 0.883 12.30 29.72 57.98
9 Ca(ClO4)2 1.692 3.88 65.77 19.39 10.96

Phantom #4 contains two large steel cylinders and seven vials filled with water

solutions of ethanol C2H5OH, calcium chloride CaCl2, calcium perchlorate Ca(ClO4)2

and calcium nitrate Ca(NO3)2 with densities varying from 0.838 g/cm3 to 1.184 g/cm3

(table 4-2.1). Phantom #5 consists of two steel cylinders embedded in Teflon cylin-

ders to simulate hip prostheses surrounded by bone. A Ca(ClO4)2 water solution

with density of 1.692 g/cm3 is placed in the center of the phantom.

In the case of the prostate patient, a helical sinogram consisting of 66 slices

was processed and the artifact correction algorithm was applied on 672×672 pixel

images. The patient’s hip prostheses extended from slice #30 to slice #66.

We developed an algorithm that converts raw data from the scanner into images.

To ensure that the procedure works well and reconstructs correct HU, an RMI elec-

tron density calibration phantom (figure 4-2.2) was used to test it. The mean HU of

18 materials obtained directly from the scanner and reconstructed by the procedure
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a) b) 

Figure 4-2.2: The RMI electron density calibration phantom (a) and the differences
between the mean HU as reconstructed by the CT scanner and by our algorithm for
18 materials.

were compared, the absolute differences for each material are plotted in figure 4-

2.2b. The tested HU range extends from -1000 to 1250. The HU were reconstructed

accurately within ±4HU with our procedure.

4.2.2 Artifact correction algorithm

The artifact reduction algorithm used in this work is based on interpolation of

raw sinogram data. The basic steps are identification of the projections corresponding

to metals and their interpolation in sinogram space. As a result, the interpolated

sinogram is used to obtain an artifact-corrected image. We have developed a Matlab

routine to which a fan beam sinogram is the input and an artifact-corrected image

is the output.

First, sinograms from a CT scanner are extracted and transferred to a PC where

the correction algorithm is performed. The fan beam sinograms are converted into

parallel beam sinograms using Fourier analysis [14]. The correction algorithm itself
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(figure 4-2.3) is based on work by Roeske et al. [11] and Yazdi et al. [12] and starts

by identifying projections corresponding to high density voxels. For this purpose,

filtered back-projection of the parallel beam sinogram is performed resulting in an

original image containing artifacts produced by metals. The HU scale of the original

image reconstructed from the sinogram is unlimited as opposed to the original image

from the CT scanner with the maximum HU of 3095. The voxels corresponding to

metals are detected by a fixed threshold in the original image. The threshold has

been tested on various geometries and it has been established to be 3800HU for our

scanning protocol. A new image of only high density voxels - a metal only image - is

produced. Its forward Radon transform defines a mask for the original sinogram and

consequently the missing projections over which an interpolation has to be applied.

The masked sinogram in which the interpolation is performed is created by applying

the mask to the original sinogram. The cubic spline interpolation is done at each

projection angle of the masked sinogram as follows. First, the missing projections are

found. To make sure interpolated data will be consistent, two neighboring projection

values of the same projection angle on both sides of the missing projections are taken

into account. The cubic spline fit is performed on the basis of the four neighboring

projections at every projection angle and hence the interpolated sinogram is created.

FBP of the modified sinogram produces an artifact-corrected image not containing

metals, because their projections have been replaced by the interpolation. The final

artifact-corrected image is created by superposition of the metal-only image on the

corrected image without metals.
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Figure 4-2.3: Flow chart of metal artifact correction algorithm.
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4.2.3 MC dose calculation and extended calibration

The influence of the metal artifact reduction method on MC dose calculation was

examined with the EGSnrc/DOSXYZnrc code [15] in a set of beam geometries. The

original and corrected images were converted into mass densities and segmented into

materials according to the standard DOSXYZnrc/CTCREATE calibration which

uses four materials: air, lung, tissue and bone. It is common practice to use four

materials for MC dose calculation. Several authors use the exact CTCREATE ramp

with the default HU and density limits [16, 17], while others [1, 18–20] keep the four

media and slightly modify the HU and density limits. Some authors segment CT

images into less than four materials for MC dose calculations [21–24]. Du Plessis

et al. [25] segment CT images into 7 materials and Schneider et al. [26] into 71

materials for MC dose calculations, however, this approach is rare. In our work, we

have used the HU and density limits given by the DOSXYZnrc/CTCREATE ramp.

Since we knew there was no lung in the phantoms or the patient, the lung calibration

point was excluded from our conversion.

We have noticed an important issue in our Monte Carlo simulations using the

CTCREATE calibration. It was found that in the presence of foreign metal objects,

an extra calibration point for a metal must be added to the standard DOSXYZnrc

calibration in order to obtain agreement between exact geometry MC dose calcula-

tions and dose calculations based on CT image geometry. The limited HU scale [27]

of our CT scanner with a maximum value of 3095 together with the present calibra-

tion makes it impossible to retrieve densities higher than 2.664 g/cm3. In comparison,

the density of steel is 8.055 g/cm3. Since there is no bone in the human body that
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Table 4-2.2: HU and mass density (ρ) intervals used for conversion of HU into den-
sities and materials for MC dose calculations. Steel is the added calibration point
compared to the standard DOSXYZnrc calibration.

Material HUinterval ρ interval
Air [-1000 : -950] [0.001 : 0.044]

Water/Tissue [-950 : 125] [0.044 : 1.101]
ICRP cortical bone [125 : 2000] [1.101 : 2.088]

Steel 3095 8.055

has a HU of 3095 in the energy range of typical CT x-ray tubes, in our calibration,

all voxels with 3095 HU are set to steel with density of 8.055 g/cm3. We denote the

calibration as an extended calibration (table 4-2.2). For phantom dose calculations,

the second segment of the calibration curve corresponds to water, whereas in the

patient study, ICRU tissue is used for the same HU interval.

In our work, we have found that omitting the extended calibration in the pres-

ence of metals leads to large dose calculation errors. All dose calculation results in

this paper were obtained with the extended calibration, unless stated otherwise.

In phantoms, the dose was calculated in original and corrected CT images in

a set of beam arrangements. 6MV and 18MV broad polyenergetic photon beams

(four field box, two parallel opposed beams) and a single 18MeV broad polyenergetic

electron beam were used for dose calculations; the spectra were taken from Mohan

et al. [28]. The isocenter was placed in the center of the phantoms in all MC

simulations. Since we acquired single slice images in our phantom study, we used

the reciprocity theorem [29] to score dose in the phantoms. We created the 3D

phantoms by adding a 10 cm z-dimension to the 2D slices. In addition to that,

we used 1 cm thick beams perpendicular to the z-axis to make sure all laterally
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scattered electrons were captured within the phantom. As a result, the voxel sizes

for head phantom calculations were (0.47×0.47×100)mm3 and for pelvic phantoms

(0.94×0.94×100)mm3 and all beams were then of 1 cm length in the z-axis and of

varying width in the perpendicular direction.

The 6MV photon beam used in the phantom #1 was 8 cm wide, the 18MV

photon beams were used in the pelvic phantoms and were 10 cm wide. The 8 cm

18MeV electron beam was simulated at an angle of 315◦ in the phantom #2. The

dose distributions were then compared to exact geometry dose calculations.

To quantify the dose differences, a target has been delineated in all phantoms.

Dose calculation results of phantoms #1, #4 and #5 are analyzed by the mean

errors of a cylindrical target placed in the center of the phantom. The electron dose

distributions in phantom #2 are compared by means of dose calculation errors in an

ellipsoidal target.

For the prostate patient, a hypothetical five 18MV photon beam (0◦, 90◦, 270◦,

110◦ and 250◦) treatment was simulated in the DOSXYZnrc code. The photon beam

size was 7×7 cm2 and the isocenter was placed in the center of the prostate. The 90◦

and 270◦ beams were shot straight through the prostheses. It has to be noted that

this technique is rather theoretical and treating straight through both prostheses

should be avoided. Nevertheless, it is very difficult to avoid the prostheses totally

with the five beam technique that is used in our hospital. A hypothetical target in

the shape of an ellipsoid was delineated around the prostate. The target was 6 cm

long with a semimajor and a semiminor axis of 3 cm and 2 cm respectively, defining

a volume of 50 cm3. The voxel size for patient dose calculation was defined by the
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scan parameters to be (0.744×0.744×4.25)mm3. Although it was not known what

the hip prostheses were made of, for the MC dose calculation the metallic material

was set to steel for this hypothetical case. The results of the original CT geometry

and the artifact-corrected geometry were compared by dose distributions and dose

volume histograms (DVH) of the target. Exact dose calculations for the patient were

not possible.

All Monte Carlo dose calculations presented have statistical errors less than 0.5%

in high dose regions.

4.2.4 MC simulation of sources of metal streaking artifacts

Although origins of artifacts are mostly known, discussion on causes of metal

streaking artifacts is still an issue. De Man et al. [30] and Williamson et al. [31]

using mathematical simulations show that beam hardening, scatter and noise are

the dominant causes of metal streaking artifacts. In this study, we used the Monte

Carlo method to simulate a CT scanner and evaluated the effect of scatter and beam

hardening on the metal streaking artifacts. We produced sinograms of a phantom by

modifying the DOSXYZnrc code such that it is possible to track scattered particles

and save them in a separate sinogram.

A schematic view of the simulation geometry is shown in figure 4-2.4. The

phantom was a cylindrical phantom filled with water and containing two small steel

cylinders. The source of x-rays in our simulation is a phase-space file created by the

MC simulation of a CT scanner using the BEAMnrc code [32]. We used two types

of x-rays: a polyenergetic x-ray beam that is used in real CT scanners and a mono-

energetic x-ray beam that can be used for evaluation of beam hardening on streaking
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Figure 4-2.4: Schematic view of the geometry for the scatter study. The full circles
are steel cylinders.

artifacts. The polyenergetic spectrum was obtained by simulation of an x-ray tube

with 120 keV electrons striking a tungsten target that was simulated according to

manufacturer’s specifications. The spectrum was validated by HVL measurements

and spectral measurements taken with a high resolution Schottky CdTe detector

(XR-100T, AMPTEK Inc, Bedford, MA). A simple model for our single slice Picker

PQ5000 CT was developed by adding two collimators that shape the beam to a 19.6◦

fan beam with a width of 1 cm at the detector ring. Identical collimation was used

for the monoenergetic x-ray beam.

The source of x-rays rotated in 1◦ steps about the CT scanner isocenter which

was placed in the center of the phantom. The x-ray source irradiated the phantom
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from 200 positions, because the minimal data set for image reconstruction in our fan

beam geometry requires a 200◦ rotation [33].

The detector ring consists of 128 CdWO4 detectors. Their response to x-rays in

energy range of our interest was simulated in the DOSXYZnrc code by calculating

the dose deposited in (29×4×0.945)mm3 CdWO4 crystals. Put another way, when

a photon trajectory intersects the detector ring, its energy is convolved with the

energy response of the detector crystals and the resulting signal is stored in the

corresponding detector. In this way, an intensity map is created consisting of 128

detector readings at 200 projection angles.

A sinogram is a 2D map of projections p = − ln(I/I0), where I is the intensity at

the detector ring in the presence of attenuating object and I0 is the source intensity

at the detector ring. The source intensity map is simulated with no phantom. Sub-

sequently a 200◦ sinogram is obtained. The sinogram is then completed in Matlab

to a 360◦ sinogram, converted into a parallel beam sinogram [14] and reconstructed.

In a CT scanner, the x-rays pass through a patient toward the detector ring

and the attenuated photons generate a signal for image reconstruction. The recon-

struction process (FBP) assumes that the detector signal consists of only primary

attenuated photons. However, this is not the case in real CT scanners. There is

a certain amount of scattered photons that reach the detector and their signal is

incorrectly taken into account in the FBP. The scattered photon signal is negligible

when scanning low density objects but it plays an important role when a high density

material is present in the scanned object. Since the attenuation of x-rays in thick
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high density materials is excessive, the signal in the shadow of these materials con-

sists almost entirely of the scattered photons. This is a part of the detector-model

mismatch introduced by Williamson [31].

In our MC simulations, it is possible to track all interactions the x-rays undergo,

including the scatter. All the scattered photons were tagged and two different sino-

grams have been produced: a primary sinogram of primary photons and a sinogram

of the tagged scattered photons. The total sinogram that the real CT scanners use

is obtained by their summation. The effect of scattered photons on metal streaking

artifacts is studied by comparison of two images: the original image reconstructed

from the total sinogram and the scatter-free image that is obtained by a FBP of

the primary sinogram. The reconstruction algorithm also assumes that each voxel

is represented by a constant, the linear attenuation coefficient of the voxel material.

However, low energy photons of a polyenergetic spectrum are attenuated more eas-

ily than the high energy photons, which results in a higher effective beam energy

as the beam passes through material. Consequently, the attenuation in every voxel

is dependent on the mean beam energy at its position, which makes it difficult to

assign a single value of the linear attenuation coefficient to that voxel. To investigate

the effect of beam hardening, we simulated an x-ray tube with a single energy so

that the beam cannot get harder and a single attenuation value to each voxel can

be assigned. We used the energy of 75 keV which is approximately the mean energy

of a common 120 kVp CT spectra. In this setup, we produced and processed a total

and a primary sinogram in order to study the scatter contribution as well.

72



4.3 Results and discussion

The results are presented in four sections. The first two sections contain phan-

tom images and dose calculations in phantoms and the third part is dedicated to

patient MC simulation. The fourth part summarizes the results on the effects of

scatter and beam hardening on metal streaking artifacts.

4.3.1 Corrected images

The artifact correction algorithm was used on several cylindrical phantoms and

their results are presented in figure 4-3.5. Comparison of the first and the second

rows that contain original CT and artifact-corrected images clearly demonstrates

an improvement in image quality. Phantoms #1 and #2 are head phantoms with

artifacts produced by steel cylinders that mimic tooth fillings. Phantom #3 also

contains three small Teflon cylinders that are placed between fillings and are poorly

visible in the original image. The correction algorithm cleans up the large artifacts

and the Teflon cylinders can be distinguished.

The pelvic phantoms (#4 and #5) are more complex with major artifacts that

severely influence the image. The original CT image of phantom #4 does not dis-

play the central vial with density of 0.838 g/cm3. However, the vial is completely

visible in the artifact-corrected image. Phantom #5 demonstrates the ability of the

algorithm to distinguish between bone (Teflon) and metal; it validates the metal

threshold choice. Due to artifacts, more voxels than just the steel cylinders have the

maximum HU (3095) in the original image acquired by the CT scanner which makes

it impossible to detect high density voxels directly in the original image by setting

the threshold to 3095HU. Nevertheless, after the original sinogram is processed, an
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Figure 4-3.5: Original images (first column) and artifact corrected CT images (second
column) for phantoms #1, #3, #4 and #5. Phantom is #2 not shown, the results
are similar to phantom #1.
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unlimited HU scale can be used and a suitable threshold larger than the maximum

HU in the CT images for metal detection of the artifact correction algorithm can

be found. We have investigated the threshold on various phantoms and we have

established it to the value of 3800HU. The corrected image of phantom #5 shows

that the threshold used in the artifact correction algorithm for metal detection can

distinguish between higher density materials, such as Teflon and metal.

It should be pointed out that the choice of Teflon as bone equivalent material is

not suitable [34]. The presence of fluorine in Teflon gives low HUs compared to bone

for the same mass density. Consequently, our calibration curve based on real human

tissues is not able to retrieve the density of Teflon (2.2 g/cm3) from its relatively low

HU (400).

4.3.2 Phantom Monte Carlo dose calculation

The importance of the metal streaking artifact correction algorithm for MCTP

is demonstrated by a set of MC dose calculations. We performed dose calculations in

the exact phantom geometry (Dex), in original CT geometry (DCT) and in artifact-

corrected CT geometry (Dcor). In figures 4-3.5, 4-3.7 and 4-3.8, the dose differences

(Dex - DCT)/Dex and (Dex - Dcor)/Dex for 6MV photon beams, an 18MeV electron

beam and 18MV photon beams are displayed. Hypothetical targets have been delin-

eated in individual dose distributions and their mean and maximum dose calculation

errors are summarized in table 4-3.3.

To illustrate the need for the extended calibration, differences in MC dose dis-

tributions for two parallel opposed 6MV beams where evaluated when the extended

calibration for HU conversion was not used (results not shown). The significance of
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Figure 6: Monte Carlo dose calculation in phantom #1 for two parallel opposed 6 MV photon 

beams. Exact geometry dose distribution Dex with a hypothetical target outlined in black (a), 

original CT-based geometry DCT (b) and artifact corrected geometry Dcor (d) dose distributions 

both with use of the extended calibration. The corresponding dose distribution differences from 

the exact geometry are presented in (c, e). 

a) b) c) 

e) d) 

Figure 4-3.6: Monte Carlo dose calculation in phantom #1 for two parallel opposed
6MV photon beams. Exact geometry dose distribution Dex with a hypothetical tar-
get outlined in black (a), original CT-based geometry DCT (b) and artifact corrected
geometry Dcor (d) dose distributions both with use of the extended calibration. The
corresponding dose distribution differences from the exact geometry are presented in
(c, e).

the extended calibration can be clarified by comparison of dose calculation errors in

the artifact-corrected geometry. Whereas the mean error of the calculation in the

target with the standard calibration is 2.6%, it decreases to 0.7% when the extended

calibration is used (figure 4-3.6e). To emphasize the influence of the extended calibra-

tion, one should note that the maximum error of the target in the artifact-corrected

geometry with the extended calibration is only 1.9% whereas without the extended
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Table 4-3.3: Percentage mean and maximum errors in dose calculation for different
targets of four phantoms (with the extended calibration). Phantom #3 is not listed
because of dose differences in Teflon cylinders.

Ph.#1 (6 MV) Ph.#2 (18 MeV) Ph.#4 (18 MV) Ph.#5 (18 MV)
mean max mean max mean max mean max

original CT image 4.6 13.6 4.3 51.2 3.1 10.6 4.6 43.4
artifact-corrected 0.7 1.9 0.4 1.5 0.6 3.0 3.1 6.9

calibration it is 7.7%. The mean and maximum error of the target in the original

geometry (figure 4-3.6c) is 4.6% and 13.6%, respectively.

An important conclusion can be drawn from the presented 6MV photon dose

calculations. The maximum dose calculation errors decreased significantly from more

than 25% in the original image without using the extended calibration to less then 2%

in the artifact-corrected image with the extended calibration. In other words, only

the combination of the artifact correction and the use of the extended calibration

provides good dose calculation results. Clearly, the CTCREATE defaults should

not be used for treating with metal implants. In the rest of the work, only the

extended calibration for material and density conversion will be used.

For the purpose of the single 18MeV electron beam dose calculation, phantom

#2 has been constructed with steel cylinders close to its surface (figure 4-3.7). The

mean dose errors in the hypothetical ellipsoidal target decreased significantly from

4.3% in the original CT image to 0.4% in the artifact-corrected image.

Two photon beam dose calculations were performed with an 18MV photon beam

on two pelvic phantoms, phantom #4 and phantom #5 (figure 4-3.8). For phantom

#4, a four field box beam arrangement was chosen. The mean dose differences in
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a) b) c) 

Figure 4-3.7: 18MeV electron beam dose distribution in a head phantom (phantom
#2). Exact geometry (a) and dose calculation errors in original CT (b) and in
artifact-corrected (c) geometry.

the target improved significantly from 3.1% in the original CT geometry to 0.6% in

the artifact-corrected geometry.

Phantom #5 containing steel cylinders embedded in Teflon was simulated with

two parallel opposed beams. Since there are large differences in mass energy absorp-

tion coefficients between Teflon and cortical bone (about 10% for a 6MeV photon), in

this case, we used a special approach for material and mass density assignment. We

did not want to introduce deliberate dose calculation errors by incorrectly assigning

the Teflon voxels to bone, so the material map for both the original CT and corrected

geometry MC dose calculation is the exact material map taken from the exact geom-

etry. Only the mass densities were assigned from the actual images according to the

extended calibration. There is an improvement in the mean error of the target after

artifact correction is done. The error decreases from 4.6% in the original CT image

to 3.1% in the artifact-corrected image. Nevertheless, the inability of the calibration

to retrieve the correct Teflon mass density prevents to obtain better results. This is
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a) b) c) 

d) e) f) 

Figure 4-3.8: 18MV photon beam dose distributions for two pelvic phantoms: phan-
tom #4 (top) and phantom #5 (bottom). Exact geometry dose distribution (a, d)
and differences from it in original CT image (b, e) and in metal artifact-corrected
image (c, f).

also the reason why MC dose calculation results are not presented for phantom #3

that also exhibits large calculation errors in the Teflon cylinders.

Dose perturbation interface effects due to the presence of high-Z materials are an

interesting issue that is usually neglected in commercially available dose algorithms.

However, MC codes are able to simulate these effects caused by perturbations of

secondary electron fluence [35]. The dose profile through the center of phantom #4

along x-direction is shown in figure 4-3.9. The 18MV beam four field box dose profile
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Figure 4-3.9: Dose profile through the dose distribution of figure 4-3.8a (y = 0 cm).
Dose interface effects due to the presence of the steel cylinders are clearly visible (at
x = -12, -9, 9 and 12 cm).

clearly shows the dose perturbation at the water/metal interfaces at the position of

the two steel cylinders.

4.3.3 Patient study

The metal artifact correction algorithm has been tested on several phantoms

with a rather simple geometry. The advantage of this approach is that we can com-

pare dose distributions of original and artifact-corrected images to dose calculations

in the exact geometry. The metal streaking artifact correction algorithm has also

been used on a hypothetical prostate patient and differences in dose volume his-

tograms (DVH) of a hypothetical target have been evaluated.

The patient study results are summarized in figures 4-3.10 and 4-3.11. The

18MV photon beam dose distribution in the entire original CT image (figure 4-

3.10c) is affected by streaking artifacts that are the most pronounced in the area

between the hip prostheses (figure 4-3.10a). The correction algorithm results in a
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more correct material segmentation and a smoother dose distribution in the artifact-

corrected geometry (figure 4-3.10d). We have also compared DVHs of an ellipsoidal

target (outlined in red in figure 4-3.10) in order to quantify differences in the two dose

distributions. Since the slice shown in figure 4-3.10 is almost at the edge of the target,

the delineated circle appears small. An additional problem to the metal artifacts was

found to arise. Due to incorrect assignment of some artifact influenced voxels to air

in the original CT slice (figure 4-3.10b), about 20% of the target receives no dose

(figure 4-3.11a). It is common practice in MC dose calculations that the dose to air

is set to zero, partly because the voxels filled with air have large calculation errors.

Moreover, we are usually not interested in the dose outside the patient, or to air in

body cavities. figure 4-3.11a also shows that the entire target receives more than

80% of the maximum dose and the DVH curve is steeper in the artifact-corrected

geometry. Figure 4-3.11b compares the dose distributions shown figure 4-3.10 by

plotting the differences between the dose in the original CT slice DCT and the dose

in the artifact-corrected slice Dcor. The two dose distribution were first normalized

to the maximum dose in the artifact-corrected geometry and then subtracted. As

expected, the negative dose differences appear in the voxels that have been incorrectly

assigned to air in the original CT geometry, because the dose to these voxels is

zero in the original geometry. The positive differences can be explained by incorrect

assignment of some voxels to bone and subsequently larger energy deposition to bone

than to tissue for the 18MV photon beam. Our conclusion from the patient study is

that the DVH curves for the original CT geometry and the corrected CT geometry

differ significantly which is mostly due to the ’zero dose to air’ issue. Although
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the beam angles for our hypothetical MC simulation were taken from real prostate

treatments as it is done in our hospital, it would be advisable to avoid the 90◦ and

270◦ beams. These should be replaced by beams that do not intersect the prostheses.

 30

 

 

 

 
 

b) a) c) 

e) d) f) 

Figure 4-3.10: Original CT image (a) and artifact-corrected image (d) of a prostate
patient with an ellipsoidal target delineated. Material segmentation in the original
CT image (b) and in the artifact-corrected image (e). Dose distribution in five-field
18MV photon beam setup in the original CT image (c) and the artifact-corrected
image (f).

It has to be noted that metal artifact reduction techniques in general do not

produce ideal artifact-free images. While the majority of the artifacts is reduced,

some minor artifacts are created, such as these around vial #7 in pelvic phantom

#4 (figure 4-3.5). However, the net benefit for Monte Carlo dose calculations is

demonstrated in this paper.
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Figure 4-3.11: DVHs for the target in the original CT geometry and in CT artifact-
corrected geometry (a) and differences between the original CT geometry DCT and
the artifact-corrected geometry Dcor dose distributions DCT - Dcor (bright blue voxels
have differences larger or equal to -20%). The dose is normalized to the maximum
dose in the artifact-corrected geometry in both images.

The Task Group 63 reported on Dosimetric consideration for patients with hip

prostheses undergoing pelvic irradiation [13]. First, they propose beam arrangements

that partly or completely avoid hip prosthesis. Sometimes such an arrangement is

not the best choice due to high dose to organs at risk and inhomogeneity correction

for the prostheses is essential. In conventional treatment planning systems (TPS),

the inhomogeneity correction can be calculated by the software by entering the cor-

rect electron densities for the prosthesis material. The position and shape of the

prosthesis has to be known. However, these are often very difficult to define in CT

images containing artifacts. Metal artifact correction algorithms produce artifact

reduced images and help identify the accurate position and shape of patients’ pros-

theses. Finally, artifact corrected images can be used not only for MCTP but also

for conventional TPS to properly account for tissue inhomogeneities.
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Figure 4-3.12: CT image of the phantom simulated with a 120 kVp x-ray spectrum
with scattered photons (a), with only primary photons (b); simulated with a mo-
noenergetic 75 keV x-ray beam with scattered x-rays (c) and with primary x-rays
only (d).

4.3.4 Scatter and beam hardening as causes of metal streaking artifacts

The results from our preliminary study on scatter and beam hardening are

summarized in figure 4-3.12. In order to quantify the differences in metal streaking

artifacts, we present the mean HU of a rectangular water area extending between

the steel cylinders. We will denote it as the test value. Without artifacts, the test

value should correspond to HU of water (HU = 0).
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All the images contain subtle streaks that are produced by the small number of

projections (360 projections over 360◦) in our Monte Carlo simulation compared to

real CT scanners that use on average 10 times more projections. Nevertheless, the

CT image obtained with the polyenergetic spectrum including scatter (figure 4-3.12a)

is very similar to a real image produced by our CT scanner (not shown). The test

value reads -80HU which means that the density of this area is underestimated. The

scatter-free image produced by the polyenergetic spectrum (figure 4-3.12b) shows

less severe artifacts than the image with scatter. The HU in the area between the

steel cylinders are higher, even though a dark streak is still visible. The test value for

this case is -39HU which is an improvement compared to -80HU in figure 4-3.12a.

A monoenergetic spectrum was used to quantify the impact of beam hardening

on metal streaking artifacts. As can be seen in figure 4-3.12c, the artifacts are

almost identical with the monoenergetic spectrum as with the polyenergetic spectrum

(figure 4-3.12a). There is only a slight improvement in the test value which is -78HU.

On the other hand, figure 4-3.12d displays the scatter corrected image simulated with

the monoenergetic spectrum that is almost artifact free. The test value improves

significantly to 3HU.

We have to note that the contribution of scatter in our MC simulation is more

significant than in real CT scanners. The real CT scanners accommodate an anti-

scatter collimator that prevents some of the scattered photons to reach the detectors

and which was not modeled. On the other hand, the noise, which is another impor-

tant source of metal streaking artifacts [31] was not simulated at all. To summarize,
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whereas the scatter contribution is overestimated, the noise contribution is under-

estimated and figure 4-3.12a closely resembles the actual image obtained from the

Picker scanner. Our results correspond to conclusions that Williamson et al. [31]

drew in their paper.

Our study shows that in presence of scatter, the effect of beam hardening on

metal streaking artifacts is minor. However, the best image is obtained with the

primary monoenergetic beam. For the time being, it is not possible to use monoen-

ergetic beams in CT scanners, however, a narrower spectrum can be obtained by

adding appropriate filtration to the polychromatic x-ray beam. Also, the scatter

contribution can be suppressed by using the smallest slice thickness. The collimators

that define the slice thickness will help to avoid some of the scattered photons to

reach the detectors.

4.4 Conclusions

A method for correction of CT metal streaking artifacts was implemented and

validated on several test phantoms and on a prostate patient. Impact of the artifact

correction on MC dose calculation has been evaluated on both phantoms and the

patient in a set of beam geometries. MC dose distributions have been calculated for

original CT images and CT artifact-corrected images with the EGSnrc/DOSXYZnrc

code. The phantom calculations were compared to dose calculation in the exact

geometry; the patient’s dose distributions were compared by DVHs of a hypothetical

target.

The correction algorithm clearly allows to identify and delineate various struc-

tures that are invisible in images containing artifacts. We have found that in order
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to calculate dose accurately in between two metallic objects the artifact correction is

essential. In addition, the procedure to convert HU values to a MC phantom has to

be modified by adding an extra high-density material. In other words, an extended

calibration has to be used. The errors in 6MV photon dose calculations decreased

from 25% for phantom images with CT artifacts when the default CT calibration

was used to less than 2% for CT artifact-corrected images with the extended calibra-

tion. Similar improvement has been found for 18MV photon beam and an 18MeV

electron beam dose calculations. A hypothetical treatment scenario of the prostate

patient exhibits large differences in DVHs of a hypothetical target in the original

geometry and in the artifact-corrected geometry, mainly due to miss-assignment of

voxels to air in the presence of metal artifacts.

We have also briefly investigated scatter and beam hardening as causes of metal

streaking artifacts. We have found that whereas beam hardening has a minor effect

on metal artifacts, scattered photons are an important cause to these artifacts. A

MC model of a CT scanner offers possibilities to reduce metal artifacts by removing

scatter.

The metal streaking artifact correction algorithm results in a significant im-

provement in image quality, especially in the area between metallic objects and

makes material segmentation and dose calculation more accurate. Our work strongly

demonstrates the need of a metal streaking artifact correction method in Monte Carlo

Treatment Planning. Omission of a correction algorithm for streaking artifacts in

MC planning systems will lead to large dose calculation errors and potential mis-

treatment of patients.
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This chapter shows that metal streaking artifacts significantly influence Monte

Carlo dose calculations for both electron and high energy photon beams. It is there-

fore suitable to use an artifact correction technique to obtain the real tissue proper-

ties. As demonstrated with a phantom study, the sinogram interpolation correction

algorithm based on cubic spline interpolation gives satisfactory results and reduces

the major artifacts. With the correction, tissue segmentation and density assignment

is done more accurately resulting in more accurate calculations of dose distributions.

The correction algorithm worked well on a prostate patient with bilateral hip

prostheses which resulted in an improved image quality and a more accurate tis-

sue segmentation for dose calculations. A Monte Carlo simulation of a hypothetical

treatment of the patient showed significant differences in the dose volume histogram

of the prostate when the artifact correction is applied. In conclusion, a metal streak-

ing artifact correction algorithm should be a part of any Monte Carlo treatment

planning.

A MC simulation of CT image formation shows that beam hardening has a minor

effect on the creation of metal streaking artifacts. Scatter and possibly detector

noise are the main causes of metal artifacts in CT. Therefore, we suggest that an

anti-scatter grid and a small beam collimation, if possible, are used. In the case of a

large collimation, such as in multi-detector CT or cone beam CT, a scatter correction

algorithm might improve the image quality.
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CHAPTER 5
Monte Carlo dose calculations for phantoms with hip prostheses

In the previous chapter it was shown that CT metal streaking artifacts make

Monte Carlo dose calculations inaccurate and the improvement of dose calculations

using artifact corrected images was demonstrated. The study was mainly carried

out with phantoms with steel cylinders mimicking dental fillings and hip prostheses.

However, real prostheses are mostly irregularly shaped, as was seen in the patient

study. Correction of metal artifacts caused by irregularly shaped metals is more

challenging. The artifact correction algorithm presented in the previous chapter is

tested with real hip prostheses in this chapter. The magnitude of metal streaking

artifacts for three common hip prosthesis materials is examined. Monte Carlo dose

calculations for both unilateral and bilateral prosthesis phantoms are performed and

the effect of the artifacts on the calculated dose distributions is studied by means of

a hypothetical prostate treatment.

Authors: M. Bazalova, C. Coolens, F. Cury, P. Childs, L. Beaulieu and F. Verhaegen

Published in: Journal of Physics: Conference Series 102 2008

Abstract

Computed tomography (CT) images of patients with hip prostheses are severely

degraded by metal streaking artifacts. The low image quality makes organ contouring

more difficult and can result in large dose calculation errors when Monte Carlo (MC)
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techniques are used. In this work, the extent of streaking artifacts produced by three

common hip prosthesis materials (Ti-alloy, stainless steel and Co-Cr-Mo alloy) was

studied. The prostheses were tested in a hypothetical prostate treatment with five

18 MV photon beams. The dose distributions for unilateral and bilateral prosthesis

phantoms were calculated with the EGSnrc/DOSXYZnrc MC code. This was done

in three phantom geometries: in the exact geometry, in the original CT geometry

and in an artifact-corrected geometry. The artifact-corrected geometry was created

using a modified filtered back-projection correction technique. It was found that

unilateral prosthesis phantoms do not show large dose calculation errors, as long as

the beams miss the artifact-affected volume. This is possible to achieve in the case

of unilateral prosthesis phantoms (except for the Co-Cr-Mo prosthesis which gives

a 3% error) but not in the case of bilateral prosthesis phantoms. The largest dose

discrepancies were obtained for the bilateral Co-Cr-Mo hip prosthesis phantom, up

to 11% in some voxels within the prostate. The artifact correction algorithm worked

well for all phantoms and resulted in dose calculation errors below 2%. In conclusion,

a MC treatment plan should include an artifact correction algorithm when treating

patients with hip prostheses.

5.1 Introduction

Metal streaking artifacts in Computed Tomography (CT) can severely degrade

image quality. CT images of patients with metal artifacts due to dental work, surgical

clips or hip prostheses are often very difficult to contour. Moreover, it has been shown

that metal streaking artifacts cause dose calculation errors in treatment planning

systems taking heterogeneities into account [1], especially in those using Monte Carlo
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(MC) simulations [2]. Bazalova et al. [2] also show that in order to avoid large MC

dose discrepancies, an artifact correction technique should be used when calculating

the dose to patients having hip prostheses. Another option to consider for patients

having bilateral hip replacements is a prostate brachytherapy implant procedure.

Various artifact correction techniques are available to improve the image quality.

The two main approaches for correction of metal artifacts are iterative techniques

[3] and techniques based on modified filtered back-projection [4]. Modified filtered-

back projection techniques result in a slightly lower image quality than iterative

techniques, nevertheless, they are used for their shorter computation time. A tech-

nique based on modified filtered back-projection using cubic interpolation is used in

this work. The technique is described in detail elsewhere [2]. It basically involves

interpolation of corrupted sinogram data corresponding to metallic objects using ad-

jacent projections and cubic interpolation. The method works very well for simple

prosthesis geometries. For complex prosthesis geometries, the algorithm corrects the

large artifacts and results in formation of minor streaks. It has to be noted that an

alternative approach to more accurate treatment of patients with hip prostheses is

the use of the extended CT-scale as demonstrated by Coolens and Childs [5].

In this work, we evaluated the effect of three common hip prosthesis materials on

the extent of metal streaking artifacts and their influence on MC dose calculation. We

also applied a sinogram interpolation method based on cubic splines on the original

CT images, obtained artifact-corrected CT geometries and evaluated the effect of

the correction on MC dose calculations.
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Table 5-2.1: Elemental composition (fraction by weight) and mass densities (ρ) of
three common hip prosthesis materials.

Ti-alloy Stainless steel Co-Cr-Mo alloy
ρ=4.48 g/cm3 ρ=6.45 g/cm3 ρ=8.20 g/cm3

Ti 89.17 Fe 62.72 Co 61.90
Al 6.20 Cr 21.00 Cr 28.00
V 4.00 Ni 9.00 Mo 6.00
Fe 0.30 Mn 3.60 Mn 1.00
O 0.20 Mo 2.50 Si 1.00
C 0.08 Si 0.75 Fe 1.00
N 0.05 N 0.43 Ni 0.75

C 0.35

5.2 Materials and methods

One or two prostheses made of three common prosthesis materials were placed

in a 27 cm diameter cylindrical acrylic phantom filled with water. This allowed us

to construct unilateral and bilateral hip prosthesis pelvic phantoms.

5.2.1 Prosthesis materials

The elemental compositions of the three common hip prosthesis materials [6]

are listed in table 5-2.1. Ti-alloy with the lowest mass density (4.48 g/cm3) produces

the least artifacts. Co-Cr-Mo alloy with 8.20 g/cm3 creates the most artifacts, as

shown in figure 5-2.1 where phantom CT images and photographs of the prostheses

are presented. As can be seen in figure 5-2.1b, a solid steel acetabular cup is a part

of the stainless steel prostheses. Ceramic acetabular cups can be placed on the stem

of the Ti-alloy and Co-Cr-Mo alloy prostheses, however, they were not used in our

experiments.
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was taken and the effect of tube voltage on metal artefacts was evaluated. All scans consisted of 24 
images with 512x512 pixels. The pixel size was determined by the 48 cm field size to be 0.94 mm. 

The phantom raw data were saved in the scanner and transferred via a modem connection to a PC 
for processing. The raw data consisted of 512 detector readings at 2400 x-ray tube positions and were 
subsequently converted to sinograms. The sinogram interpolation correction algorithm based on cubic 
spline interpolation was run for each slice on a 1.6 GHz PC in Matlab (The Mathworks, Natick, MA). 
The correction of one slice took approximately 11 minutes.  

 
  

  
a) Ti-alloy b) Stainless steel c) Co-Cr-Mo alloy 

Figure 1. Photographs of three common types of hip prostheses and the extent of artefacts 
produced by them in bilateral and unilateral prosthesis water phantoms. 

2.3.  Treatment plan 
The original CT images of the bilateral steel prosthesis phantom with metal streaking artefacts 

were transferred to a contouring station and a physician was asked to create a prostate case by 
delineating a fictitious prostate (target) and rectum (organ at risk). The CT images with the contours 
were then transferred to a planning station and the external contour of the phantom was semi-
automatically drawn. The automatic external contour detection of the surface of the phantom failed 
due to the presence of metal artefacts and the contouring had to be completed manually. The geometry 
of the steel bilateral prosthesis phantom is presented in figure 2. The external contour is drawn in blue, 
steel prostheses in black, the prostate in red and the rectum in green. The prostate volume is 42.8 cc.  

 

Figure 2. Phantom geometry – external contour 
(blue), steel prostheses (black), prostate (red), and 
rectum (green). 

Subsequently, a dosimetrist generated a treatment plan. A five 18 MV co-planar photon beam 
arrangement was chosen as it is commonly used for prostate treatments in our hospital. Since the 
prostheses were relatively small, a setup with all beams missing the prosthesis could be used. The 

Figure 5-2.1: Photographs of three common types of hip prostheses and the extent
of artifacts produced by them in bilateral and unilateral prosthesis water phantoms.

5.2.2 Scanning parameters and artifact correction

The hip prosthesis phantoms were scanned on a PQ5000 single slice CT scanner

(Royal Philips Electronics, Eindhoven, the Netherlands). The axial mode was chosen

to acquire 5mm thick slices at 5mm separation, 130 kVp and 400mAs. Moreover,

a 100 kVp scan of the Ti-alloy bilateral phantom was taken and the effect of tube

voltage on metal artifacts was evaluated. All scans consisted of 24 images with

512×512 pixels. The pixel size was determined by the 48 cm field size to be 0.94mm.

The phantom raw data were saved in the scanner and transferred via a modem

connection to a PC for processing. The raw data consisted of 512 detector readings

at 2400 x-ray tube positions and were subsequently converted to sinograms. The

sinogram interpolation correction algorithm based on cubic spline interpolation was

run for each slice on a 1.6GHz PC in Matlab (The Mathworks, Natick, MA). The

correction of one slice took approximately 11 minutes.
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5.2.3 Treatment plan

The original CT images of the bilateral steel prosthesis phantom with metal

streaking artifacts were transferred to a contouring station and a physician was asked

to create a prostate case by delineating a fictitious prostate (target) and rectum

(organ at risk). The CT images with the contours were then transferred to a planning

station and the external contour of the phantom was semi-automatically drawn. The

automatic external contour detection of the surface of the phantom failed due to the

presence of metal artifacts and the contouring had to be completed manually. The

geometry of the steel bilateral prosthesis phantom is presented in figure 5-2.2. The

external contour is drawn in blue, steel prostheses in black, the prostate in red and

the rectum in green. The prostate volume is 42.8 cc.

Subsequently, a dosimetrist generated a treatment plan. A five 18MV co-planar

photon beam arrangement was chosen as it is commonly used for prostate treatments

in our hospital. Since the prostheses were relatively small, a setup with all beams

missing the prosthesis could be used. The beam angles were 300◦, 230◦, 0◦ (using

IEC convention), 60◦ and 130◦ with field sizes being 5.5 cm in x and 8.0 cm in y

which spared the rectum. The treatment plan was then applied to all phantoms.

5.2.4 Monte Carlo dose calculations

The beam arrangement from the planning station was implemented in the EGSnrc/

DOSXYZnrc [7] Monte Carlo code. The CT images of the phantom were used to

create three sets of geometry files in the following way. First, the exact geometry

was built on the basis of the original CT images by assigning the voxels with the

maximum CT number (or Hounsfield unit, HU, 3095 for our scanner where HU =
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0 for water) to the corresponding prosthesis material. The remaining voxels of the

phantom were assigned to water with mass density 1.0 g/cm3.

Secondly, the original CT geometry and the corrected geometry were created on

the basis of the original CT images and the artifact-corrected images, respectively.

Similarly to the exact geometry, the 3095 HU voxels were assigned to the corre-

sponding prosthesis material. Remaining voxels in the phantom were assigned to

water, including the voxels with the low CT numbers due to the artifacts. The mass

densities were assigned on the basis of the scan and a (HU, ρ) calibration curve. The

calibration curve was obtained using scans of an RMI electron density calibration

phantom (Gammex, Middleton, WI) taken at the corresponding tube voltage.

Note that the contouring of the prostheses was done using a simplistic approach

that assigns the saturated HU to the corresponding prosthesis material. However,

since identical prosthesis contours were used in all three geometries (in the exact,

original CT and in the artifact-corrected geometry), the dose distributions are consis-

tent and the dose differences are not compromised by the prosthesis geometries. The

exact prosthesis geometry could be found by applying the filtered back-projection on

the raw data and using a pre-defined windowing and leveling [5].

The acrylic cylinder was excluded from the geometry. As can be seen in figure 5-

2.2, the prostate is very close to the top of the phantom. This geometry might result

in a lack of scattered radiation. In order to account for the scatter, a 10 cm layer of

uniform water was added on top of the phantom in all geometries.
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was taken and the effect of tube voltage on metal artefacts was evaluated. All scans consisted of 24 
images with 512x512 pixels. The pixel size was determined by the 48 cm field size to be 0.94 mm. 

The phantom raw data were saved in the scanner and transferred via a modem connection to a PC 
for processing. The raw data consisted of 512 detector readings at 2400 x-ray tube positions and were 
subsequently converted to sinograms. The sinogram interpolation correction algorithm based on cubic 
spline interpolation was run for each slice on a 1.6 GHz PC in Matlab (The Mathworks, Natick, MA). 
The correction of one slice took approximately 11 minutes.  

 
  

  
a) Ti-alloy b) Stainless steel c) Co-Cr-Mo alloy 

Figure 1. Photographs of three common types of hip prostheses and the extent of artefacts 
produced by them in bilateral and unilateral prosthesis water phantoms. 

2.3.  Treatment plan 
The original CT images of the bilateral steel prosthesis phantom with metal streaking artefacts 

were transferred to a contouring station and a physician was asked to create a prostate case by 
delineating a fictitious prostate (target) and rectum (organ at risk). The CT images with the contours 
were then transferred to a planning station and the external contour of the phantom was semi-
automatically drawn. The automatic external contour detection of the surface of the phantom failed 
due to the presence of metal artefacts and the contouring had to be completed manually. The geometry 
of the steel bilateral prosthesis phantom is presented in figure 2. The external contour is drawn in blue, 
steel prostheses in black, the prostate in red and the rectum in green. The prostate volume is 42.8 cc.  

 

Figure 2. Phantom geometry – external contour 
(blue), steel prostheses (black), prostate (red), and 
rectum (green). 

Subsequently, a dosimetrist generated a treatment plan. A five 18 MV co-planar photon beam 
arrangement was chosen as it is commonly used for prostate treatments in our hospital. Since the 
prostheses were relatively small, a setup with all beams missing the prosthesis could be used. The 

Figure 5-2.2: Phantom geometry - external contour (blue), steel prostheses (black),
prostate (red) and rectum (green).

Three dose calculations were performed for each of the phantom geometries: in

the exact geometry (Dex), in the original CT geometry (Dor) and in the artifact-

corrected geometry (Dcor). The resulting dose distributions were compared. The

calculations were run with 1×109 particles with the energy cut-offs of 10 keV for

both photons and electrons. The dose to air was set to zero, as is commonly done in

MC dose calculations. The dose calculation uncertainty in high dose regions did not

exceed 1.2%.

5.3 Results

The results are presented in two different ways. In order to evaluate the effect

of the artifact correction algorithm on the image quality, the original CT images and

the artifact-corrected images of the isocentric slice are displayed. Percentage dose

difference maps of the isocentric slice are also plotted. The dose difference map in
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the original geometry is calculated as (Dex-Dor)/Dex and in the artifact-corrected

geometry as ((Dex-Dcor)/Dex.

5.3.1 Bilateral prosthesis phantoms

All bilateral prosthesis phantoms contained severe artifacts. The most severe

artifacts were observed for the high density Co-Cr-Mo alloy (figure 5-3.3). Fig-

ure 5-3.3a shows the large extent of the artifacts and it can be seen clearly that the

prostate (in red) is contoured in the area where the streaks are the most pronounced.

The artifact-corrected image produced using the sinogram interpolation method is

presented in figure 5-3.3b where the large artifacts between the prostheses are com-

pletely corrected. Note that minor streaks in the vicinity of the prostheses appeared

which is fairly typical for the sinogram interpolation correction algorithm. The dose

difference maps of the original geometry and the artifact-corrected geometry with

respect to the exact geometry are plotted in figure 5-3.3c and 5-3.3d, respectively.

The artifact-affected area of figure 5-3.3c is enlarged in figure 5-3.3e. Note that the

scale is also enlarged in figure 5-3.3e.

As can be seen in figure 5-3.3e, some voxels have dose calculation errors larger

than 15%. This comes from the fact that dose to air was set to zero in the DOSXYZnrc

calculation. When this option is chosen, the dose to artifact-affected voxels with

density > 0.044 g/cm3 is zeroed, which results in dose differences close to 100%.

Figure 5-3.3e also contains non-air voxels with dose calculation errors from -3% up

to 11% in the prostate volume that are entirely caused by the metal streaking arti-

facts. Since the rectum is contoured outside the artifacts for all phantoms, the dose

differences in the rectum are within 2% for all phantom geometries. Figure 5-3.3d
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As can be seen in figure 3e, some voxels have dose calculation errors larger than 15%. This comes 
from the fact that dose to air was set to zero in the DOSXYZnrc calculation. When this option is 
chosen, the dose to artefact-affected voxels with density < 0.044 g/cm3 is zeroed, which results in dose 
differences close to 100%. Figure 3e also contains non-air voxels with dose calculation errors from -
3% up to 11% in the prostate volume that are entirely caused by the metal streaking artefacts. Since 
the rectum is contoured outside the artefacts for all phantoms, the dose differences in the rectum are 
within 2% for all phantom geometries. Figure 3d demonstrates that MC dose calculations are 
improved in the artefact-corrected geometry. The dose calculation errors are within 2% and reflect 
statistical uncertainties of the calculation. 

 

 

  

 

Figure 3. CT images of the original geometry (a) and the artefact-corrected geometry (b) for the 
Co-Cr-Mo alloy bilateral prosthesis phantom. Differences in dose distribution from the exact 
geometry for the original CT geometry (c) and the artefact-corrected geometry (d). The artefact-
affected volume marked by the black rectangle of (c) is enlarged in (e).  

 

a) b) 

d) 

e) 

c) 

Figure 5-3.3: CT images of the original geometry (a) and the artifact-corrected
geometry (b) for the Co-Cr-Mo alloy bilateral prosthesis phantom. Differences in
dose distribution from the exact geometry for the original CT geometry (c) and the
artifact-corrected geometry (d). The artifact-affected volume marked by the black
rectangle of (c) is enlarged in (e).
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demonstrates that MC dose calculations are improved in the artifact-corrected geom-

etry. The dose calculation errors are within 2% and reflect statistical uncertainties

of the calculation.

The remaining results for the Ti-alloy and the steel prosthesis phantoms are

not shown, however, the maximum dose errors in voxels with density > 0.044 g/cm3

were found to be 3% and 5%, respectively. The correction algorithm produced ge-

ometries with suppressed metal artifacts that resulted in dose difference maps with

dose calculation errors within 2%.

5.3.2 Unilateral prosthesis phantoms

The results for the Co-Cr-Mo unilateral prosthesis phantom are shown in fig-

ure 5-3.4. The original CT image and the artifact-corrected image of the isocentric

slice are displayed in figure 5-3.4a and 5-3.4b, respectively. As expected, artifacts

produced by one Co-Cr-Mo prosthesis are less severe than artifacts produced by two

Co-Cr-Mo prostheses. Nevertheless, streaks are spread in the entire phantom. The

correction algorithm works well and corrects for the main artifacts (figure 5-3.4b).

Since one of the five 18MV photon beams does not miss the small volume

affected by the artifacts, the dose distribution in the original geometry is affected by

the streaking artifacts. Dose uncertainties up to 3% are observed close to the right

prosthesis in the original CT geometry (figure 5-3.4c). The rest of dose difference map

for the original geometry and the entire dose difference map for the artifact-corrected

geometry (figure 5-3.4d) reflect mostly the dose calculation uncertainties.
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The remaining results for the Ti-alloy and the steel prosthesis phantoms are not shown, however, 
the maximum dose errors in voxels with density > 0.044 g/cm3 were found to be 3% and 5%, 
respectively. The correction algorithm produced geometries with suppressed metal artefacts that 
resulted in dose difference maps with dose calculation errors within 2%. 

3.2.  Unilateral prosthesis phantoms 
The results for the Co-Cr-Mo unilateral prosthesis phantom are shown in figure 4. The original CT 
image and the artefact-corrected image of the isocentric slice are displayed in figure 4a and 4b, 
respectively. As expected, artefacts produced by one Co-Cr-Mo prosthesis are less severe than 
artefacts produced by two Co-Cr-Mo prostheses. Nevertheless, streaks are spread in the entire 
phantom. The correction algorithm works well and corrects for the main artefacts (figure 4b). 

 

  

  

Figure 4. CT images of the original geometry (a) and the artefact-corrected geometry (b) for 
the Co-Cr-Mo unilateral prosthesis phantom. Dose distribution differences from the exact 
geometry for the original CT geometry (c) and the artefact-corrected geometry (d).  

 
Since one of the five 18 MV photon beams does not miss the small volume affected by the 

artefacts, the dose distribution in the original geometry is affected by the streaking artefacts. Dose 
uncertainties up to 3% are observed close to the right prosthesis in the original CT geometry (figure 
4c). The rest of dose difference map for the original geometry and the entire dose difference map for 
the artefact-corrected geometry (figure 4d) reflect mostly the dose calculation uncertainties.  

a) b) 

d) c) 

Figure 5-3.4: CT images of the original geometry (a) and the artifact-corrected
geometry (b) for the Co-Cr-Mo unilateral prosthesis phantom. Dose distribution
differences from the exact geometry for the original CT geometry (c) and the artifact-
corrected geometry (d).

It should be noted that the direction of the 130◦ beam that passes through the

artifact affected volume should not be changed. It could be only changed in the

clockwise direction which would result in excessive dose to the rectum.
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The results for the unilateral Ti-alloy phantom and the steel phantom are not

presented. The artifact-affected volume for these prostheses is small. Therefore, the

photon beams miss the volume affected by the streaking artifacts. As a result, the

dose distribution in the original geometry is very similar to the dose distribution in

the exact geometry and in the artifact-corrected geometry. The dose difference maps

are very similar and reflect only the dose calculation uncertainties.

5.3.3 Effect of tube voltage

The effect of tube voltage on the extent of metal streaking artifacts was studied

on the bilateral Ti-alloy phantom. A scan at 100 kVp produced significantly more

artifacts than the scan at 130 kVp. The maximum dose difference from the exact

geometry increased from 3% for the 130 kVp geometry to 5% for the 100 kVp geome-

try within the prostate volume. The artifact correction algorithm worked again very

well and the dose distribution in the artifact-corrected geometry was in agreement

with the exact geometry dose distribution. As our example demonstrates, higher

tube voltages should be used for patients with hip prostheses, if possible.

5.4 Conclusions

We have evaluated the effects of metal streaking artifacts produced by three

common hip prosthesis materials on Monte Carlo dose calculations for a hypothet-

ical five 18MV photon beam prostate treatment. Unilateral and bilateral Ti-alloy,

stainless steel and Co-Cr-Mo prosthesis phantoms with a fictitious prostate and rec-

tum were studied. A sinogram interpolation method for correction of metal artifacts

was applied on all phantoms and the effect of the correction on MC dose calculations

was also evaluated.
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It was found that bilateral hip prosthesis phantoms show significant streaking

artifacts for all hip prosthesis materials. The largest dose discrepancies due to the

artifacts were observed for the high density Co-Cr-Mo bilateral phantom. The dose

calculation errors from the exact geometry were as high as 11% in the prostate

volume. The dose calculation errors for the bilateral Ti-alloy and steel prosthesis

phantoms were 3% and 5%, respectively.

Unilateral prosthesis phantoms show less streaking artifacts than bilateral pros-

thesis phantoms. Therefore, in the case of the unilateral low density (steel and

Ti-alloy) prosthesis phantoms, it is possible to choose a beam arrangement that

misses the artifact affected volume. As a result, the calculated dose distributions

are not affected by the presence of the artifacts which strongly depends on the size

of the prosthesis and the patient geometry. However, artifacts in the phantom with

the high density Co-Cr-Mo prosthesis were more pronounced and the beam close to

the prosthesis could not avoid the artifact-affected volume. This caused a 3% dose

discrepancy from the exact geometry.

The effect of tube voltage on the extent of artifacts was studied for the bilateral

Ti-alloy phantom. It was found that in order to decrease dose calculation errors

(assuming no artifact correction algorithm), higher tube voltages should be used

when scanning patients with bilateral hip prosthesis. However, when the artifact

correction algorithms based on interpolation of sinograms are used, the effect of tube

voltage is insignificant.

The sinogram interpolation correction algorithm performed well in all phantom

geometries which resulted in dose calculations errors below 2%. We conclude that in
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order to avoid large dose discrepancies, Monte Carlo treatment planning for bilateral

hip prosthesis patients should always include a metal artifact correction algorithm. If

one or more beams pass through the artifact-affected volume, a correction algorithm

for metal streaking artifacts should be also used for patients with one hip prosthesis.

The results of this chapter show the extent of CT artifacts caused by real hip

prostheses. They also demonstrate that the sinogram artifact correction algorithm

based on cubic spline interpolation works well on phantoms with real prostheses.

The study indicates that the artifact correction will work reasonably well for any

patients with hip implants.

This chapter demonstrates that Monte Carlo dose calculations are more accurate

when the artifact correction is taken into account, especially when one or more of the

treatment beams interact with the prostheses. It can be expected that significant

dose calculation errors due to metal artifacts will be seen for patients with high-

density Co-Cr-Mo prostheses. In conclusion, omitting a CT artifact correction caused

by hip prostheses may result in inaccurate dose calculations affecting the outcome

of radiotherapy treatments.
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CHAPTER 6
Monte Carlo simulation of a computed tomography x-ray tube

As demonstrated in chapter 4, scattered photons are one of the main contributors

to CT metal artifacts. The only technique to determine the properties of scattered

particles is the Monte Carlo method. In order to accurately evaluate the amount of

scatter in CT, spectral characteristics of the CT x-ray beam have to be well known.

This chapter presents a Monte Carlo model of a CT x-ray tube and its validation

with spectral and half-value layer measurements.

With the increased number of CT examinations and the complexity of new multi-

detector CT scanners, an accurate MC model of a CT x-ray tube in combination

with patient CT will help to accurately evaluate the dose from CT. Thus, another

application of the work presented in this chapter, published in Physics in Medicine

and Biology, is the calculation of CT dose.

Authors: M. Bazalova and F. Verhaegen

Published in: Physics in Medicine and Biology 52 5945-5955, 2007

Abstract

The dose delivered to patients during computed tomography (CT) exams has in-

creased in the decade. With the increasing complexity of CT examinations, mea-

surement of dose becomes more difficult and more important. In some cases, the

standard methods, such as measurement of the computed tomography dose index
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(CTDI), are currently under question. One approach to determine the dose from

CT exams is to use Monte Carlo (MC) methods. Since the patient geometry can

be included in the model, Monte Carlo simulations are potentially the most accu-

rate method of determining dose delivered to patients. In this work, we developed

a MC model of a CT x-ray tube. The model was validated with half-value layer

(HVL) measurements and spectral measurements with a high resolution Schottky

CdTe spectrometer. First and second HVL for beams without additional filtration

calculated from the MC modeled spectra and determined from attenuation measure-

ments differ by less than 2.5%. The differences between first and second HVL for

both filtered and non-filtered beams calculated from the MC modelled spectra and

spectral measurements with the CdTe detector were less than 1.8%. The MC mod-

elled spectra match the directly measured spectra. This works presents a first step

towards an accurate MC model a CT scanner.

6.1 Introduction

Computed tomography (CT) is an essential part of today’s radiological diag-

nostics. CT is a high performance imaging modality that combines good image

resolution with high tissue contrast. Due to the advances in CT technology, the rela-

tive number of CT examinations of all radiological examinations has increased from

2% to 10-15% in some countries in the past ten years [1]. As a result, their contribu-

tion to the total dose from medical examinations is very significant, accounting for

34% of the collective dose [1]. Epidemiological studies have shown that the absorbed

dose to tissues from CT can often approach or exceed levels known to increase the

probability of cancer [1].
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With the development of new CT techniques, such as multi-slice CT, cine CT

or cone beam CT, determination of dose delivered to patients during complex CT

exams becomes more difficult. Brenner in his Letter to the Editor [2] questioned the

use of the standard computed tomography dose index for CT quality assurance and

dose optimization. More recently, Mori et al. showed that the CTDI can no longer

be used in multi-slice CT exams using scanners with a large detector size [3]. The

authors estimate the CT dose by using a conversion factor which is determined by a

set of measurements with a 300mm and a 100mm long ionization chamber.

Another approach to estimate CT dose is using Monte Carlo (MC) methods

[4]. Since the anatomy of individual patients can be included in the MC model, this

approach is potentially superior to any other available method. However, in order

to calculate the dose with high accuracy, it is necessary to have an accurate Monte

Carlo model of the CT scanner. The model has to include simulation of the x-ray

tube, beam filters and shapers and patient anatomy. In order to simulate image

formation and image quality, the MC model has to be completed by the detector

ring geometry. All the CT components have to be modeled with high accuracy.

The aim of this work is to develop an accurate MC model of the CT x-ray

tube. Spectral measurements on the central axis of the x-ray beam are performed

and compared to spectra obtained by the MC model of the x-ray tube. Half-value

layer (HVL) measurements are used in the Monte Carlo model for determination of

inherent filtration of the x-ray tube. For measurements of diagnostic x-ray spectra,

semiconductor detectors are often used, such as high purity germanium (HP-Ge)

([5–7]) and compound semiconductors such as cadmium zinc telluride (CdZnTe)
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and cadmium telluride (CdTe). As opposed to HP-Ge detectors, detectors with a

small thermoelectric cooling element (CdTe and CdZnTe) do not require a large

liquid nitrogen cryogenic system which makes them very practical for measurements

in radiological diagnostics. Whereas HP-Ge detectors are used for their excellent

energy resolution, compound semiconductor detectors are used for their compactness.

Miyajima [8] showed that CdZnTe spectra are distorted due to charge trapping. He

also demonstrated that correction for charge trapping of photon spectra measured by

a CdTe detector is not necessary. Therefore, a novel generation CdTe spectrometer

was used in our work.

It was shown in several works [9–13] that due to the high photon fluence and

consequent pile-up in the detector, spectral measurements of diagnostic x-ray tubes

are not trivial. The high photon fluence can be decreased by using very small colli-

mators (as small as 50µm in diameter) and placing the detector several meters away

from the focal spot which is in case of CT scanners impossible.

The Compton scattering technique, introduced in radiological imaging by [9]

and developed in several works [10–12] is also very efficient in reducing the number

of photons. These workers designed a device known as a Compton spectrometer that

measures 90◦ scattered photons from a scattering object. They studied the effect of

different scattering materials and geometries on the energy resolution of the whole

system. More recently, Maeda et al. [13] measured diagnostic x-ray spectra using

Compton scattering on a carbon scattering target. This geometry is rather simple

and can be easily accommodated in a CT scanner. As far as we know, the technique

has not yet been reported for use in CT scanners.
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In this work, a MC model of a CT x-ray tube based on HVL measurements was

created. We then compared MC simulated spectra to CT spectra measured by the

Compton method using a high resolution CdTe detector and scattering on a carbon

scatterer. The MC simulated spectra were also compared to spectra produced by

the TASMIP algorithm [14]. TASMIP is a code that interpolates measured constant

potential x-ray spectra published by Fewell et al. [15].

An accurate MC model of a CT x-ray tube is a first step toward developing a

model of a whole CT scanner that will allow us to estimate the CT dose. It will

also be a useful tool for understanding imaging processes and might be helpful in

reducing scatter and CT artifacts, such as metal streaking artifacts.

6.2 Materials and methods

6.2.1 Spectral measurements

Spectral measurements of the x-ray tube (Rhino 6.5, DUNLEE, Illinois, USA) of

our CT scanner (Picker PQ5000, Royal Philips Electronics, Eindhoven, the Nether-

lands) were performed with a high resolution Schottky CdTe spectrometer (XR-100T,

AMPTEK Inc, Bedford, MA) in a Compton scatter setup. The detector is a 3×3mm2

and 1mm thick CdTe crystal with an energy resolution of 1.1% for 57Co (122 keV).

The detector operated at a bias voltage of 500V. The energy calibration was done

with the 31 keV peak of 133Ba. The energy bin widths for the multichannel analyzer

were set to 0.5 keV.

The x-ray tube was in a stationary position, pointing downwards, as shown in

figure 6-2.1. A carbon scatterer (a 2×2×2 cm3 carbon block cut at 45◦) was posi-

tioned at the isocenter of the gantry. A carbon scatterer was chosen because of its
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low atomic number with no characteristic x-rays above 0.3 keV. The spectrometer

was placed on the couch at 2m from the isocenter to minimize the range of scat-

tering angles. In addition, a 2mm diameter tungsten collimator was mounted on

the detector in order to further reduce the scattering angle range and to prevent the

scattered photons from interacting at the edge of the CdTe crystal.

2 mm collimator

XR-100T CdTe detector

  stationary
  X-ray tube 

2 m

Compton
 scatterer

2
.7

5
c

6
 

m

Figure 6-2.1: Compton scattering setup for spectral measurements.

Detector response

The measured spectra are distorted by the response of the detector. Therefore, they

have to be corrected for photoelectric, coherent scattering and Compton scattering

interactions that occur in the CdTe crystal. Seltzer [16] introduced a procedure, de-

scribed as a stripping method, that corrects for the detector response. The stripping

method was later modified by Maeda [13] to the following form:
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Nt(E0) =

Nd(E0)−
Emax∑

E=E0+0.5

R(E0, E)Nt(E)

R(E0, E0)
, (6-2.1)

where Nt(E0) is the true number of photons with energy E0 (in keV), Nd(E0)

is the number of photons detected with E0, Emax is the maximum energy in the

detected spectrum, R(E0,E) is the monoenergetic response function and R(E0,E0)

is the full energy absorption peak efficiency. The monoenergetic response func-

tions were obtained using Monte Carlo simulations in a modified version of the

EGSnrc/DOSXYZnrc code [17]. Monoenergetic beams (3.0 to 150 keV in 0.5 keV

intervals) of 2mm in diameter impinged on a (3×3×1)mm3 CdTe crystal and the

monoenergetic response functions were determined by scoring the energy deposited

in the crystal. The beryllium window (100µm) and the two 200 nm metallic contacts

(Pt on top and In on bottom) were also included in the geometry. Similarly to work

by Miyajima [8], the effects of carrier trapping and the dead layer of the crystal were

not included in the response functions because they were shown to be insignificant

in thin crystals operating at high voltages.

The full-energy absorption efficiency of the 1mm thick CdTe spectrometer cal-

culated from the response functions is presented in figure 6-2.2. It is in a good agree-

ment with the curve calculated with the LSCAT/EGS4 code presented by Miyajima

[8]. The discontinuities are due to K-absorption edges of Cd and Te and L-absorption

edges of Pt.
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Figure 6-2.2: Full-energy absorption efficiency of a 1mm thick CdTe detector calcu-
lated with the EGSnrc/DOSXYZnrc code.

Reconstruction of primary spectra

The primary x-ray spectra were found by correcting the 90◦ scattered spectra for

Compton scatter using an energy shift, the Klein-Nishina formula and deconvolution

of the characteristic x-ray peaks. The attenuation in air due to the 2m air gap be-

tween the scatterer and the spectrometer was also taken into account. The scatterer

was removed and multiple-scatter radiation that was not due to the 90◦ Compton

scattering on the carbon block was measured. The scatter from the CT gantry, the

couch and the walls was found to be insignificant for our measurement.

The primary photons with energy hν scattered at 90◦ were detected with energy

hν ′. The primary photon energy can be calculated from:

hν =
hν ′

1− hν′

mec2

(6-2.2)

where mec
2 is the rest mass of an electron.
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The primary spectra φ0(hν) are reconstructed from the intensities of the scat-

tered spectra φ′(hν) by using the Klein-Nishina formula [13]:

φ0(hν) =
φ′(hν)

1
2

(
1

1+α

)2 (
1 + α2

1+α

) (6-2.3)

where α=hν/mec
2.

The velocities of the scattering electrons in the carbon target cause a Doppler

shift in the scattered photon energies [18] which results in broadening of the char-

acteristic x-ray peaks. Matscheko and Ribberfors [10] developed a deconvolution

method that reconstructs the characteristic peaks φ1(hν) from the primary photon

spectrum φ0(hν). The method was implemented in our work as following, assuming

90◦ scattering:

φ1(hν) = φ0(hν)− T

3mec2

( ν

ν ′

)2
[
d2φ0(hν)

d(hν)2
[
(hν)2 + (hν ′)2

]
+ 2hν

(
dφ0(hν)

d(hν)

)]
(6-2.4)

where T is a measure of the mean kinetic energy of the bound electrons in the

scatterer which is 0.101 keV for carbon [12]. As pointed out by the authors, the

deconvolution is strongly dependent on derivatives of φ0(hν) and therefore should be

used only in energy intervals that contain the characteristic x-ray peaks. Thus, the

deconvolution of the spectrum was applied in the bins with energies between 57 keV

and 61 keV (Kα tungsten lines) and in the bins with energies between 66 keV and

70 keV (Kβ lines). The unfolded primary spectrum is then the combination of the
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primary spectrum φ0(hν) calculated by equation 6-2.3 and the deconvolved spectrum

φ1(hν) at the position of the characteristic x-ray peaks.

6.2.2 Half-value layer measurements

Half-value layer (HVL1) is the thickness of specified material (aluminum) that

will reduce the air-kerma rate of a narrow beam of radiation to one-half its initial

value [19]. The second HVL (HVL2) is the additional thickness of the absorber that

attenuates the air-kerma rate to 25% of its initial value. HVL is a beam quality spec-

ifier that together with tube voltage and total filtration is often used to characterize

diagnostic x-ray spectra. It was used in our work to determine the inherent filtration

of the x-ray tube with the MC model, as the manufacturer specifies only a nominal

thickness.

HVL1 and HVL2 on the central axis were determined by attenuation measure-

ments of stationary x-ray tube using a PTW model 23342 parallel-plate chamber

(Freiburg, Germany) and high purity 1mm thick aluminum foils. The output of the

x-ray tube was monitored by an Exradin A14 ionization chamber (Standard Imaging

Inc, Middleton, WI).

6.2.3 MC simulation

The CT x-ray tube was modeled with the EGSnrc/BEAM Monte Carlo code

[20]. The code includes an x-ray tube component module that was used for our

simulation. The x-ray tube parameters were set according to the manufacturer’s

specifications.
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CT specifications

The small (0.4×0.7)mm2 and the large (0.6×1.3)mm2 focal spots are produced by

accelerated electrons striking a tungsten target. The x-ray tube offers high voltage

potentials between 80 and 140 kV and tube currents between 30mA to 300mA. The

anode has a 7◦ tilt and the anode heat is dissipated through a copper heat sink. The

x-ray tube is evacuated. The inherent filtration due to the housing window is equiv-

alent to a nominal thickness of 1.5mm of aluminum according to the manufacturer’s

specifications. Additional 4.5mm and 9.0mm aluminum filtration is also available.

Head or body compensators can be used in order to account for non-uniform

tissue thickness across the various exposed parts of the body and thus to achieve a

more uniform beam intensity at the detector ring. Lead collimators define the field

of view and slice thickness. The available slice thicknesses vary from 1 to 10mm and

the full and half field sizes are produced by a 38.4◦ and 19.2◦ fan beam, respectively.

Monte Carlo model

The x-ray tube was modeled according to the specifications (figure 6-2.3). The lead

collimator was set to produce the full field size and 1mm slice thickness. The inherent

filtration of the x-ray tube was initially set to 1.5mm of aluminum. However, due to

deposition of tungsten on the tube window caused by tube aging [21], the inherent

filtration increases with time. To account for tube aging and attenuation of the

beam as it passes through various structures such as the tube window, the inherent

filtration was iteratively modified until a good agreement with the HVL attenuation

measurements was obtained. The simulated spectra were then compared to spectra

measured with the CdTe detector.
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Figure 6-2.3: MC model of the CT x-ray tube.

All Monte Carlo simulations were run with 3×109 histories, the cut-off energies

for electrons and photons were 20 and 10 keV, respectively. In order to obtain the

correct number of photons in the characteristic x-ray peaks, the electron impact

ionization process, which is by default off in the EGSnrc code, was on. Bound

Compton scattering, Rayleigh scattering and atomic relaxations were also included

in the simulations.

6.3 Results

6.3.1 Spectral measurements

Spectral measurements were performed for two tube voltages (100 and 140 kVp)

and with and without the 9.0mm aluminum filter. The spectral processing for the

140 kVp spectrum filtered by an additional 9.0mm of aluminum is shown in figure 6-

3.4.
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The dashed line is the raw scattered spectrum acquired by the detector. The low

energy tail (1-20 keV) is produced entirely by the spectrometer. The raw spectrum is

corrected for detector response by the stripping method (dotted line). Note that the

low energy tail produced by the detector disappeared. The crossed curve is created

by applying the corrections based on the energy shift, the Klein-Nishina formula and

the attenuation in air. Finally, the solid line corresponds to the primary x-ray tube

spectrum. It is produced by deconvolution of the characteristic x-ray peaks of the

crossed curve. The area under each curve is equal to unity.

The spectrum corrections were subsequently applied to all acquired spectra

and thus primary spectra were obtained for 100 kVp and 140 kVp with and with-

out 9.0mm aluminum filter.

6.3.2 HVL measurements

HVL measurements were carried out for 100 kV and 140 kV tube voltages with

and without a 9.0mm aluminum filter. HVL1 and HVL2 were iteratively determined

on the basis of measured attenuation curves. The results are shown in table 1. HVL

values were also iteratively calculated from the measured spectra, as done in the work

by Verhaegen et al. [22]. The percentage differences from HVL values calculated from

the measured spectra are also listed in table 6-3.1. All differences between HVL

values determined from attenuation curves and calculated from measured spectra

are within 4.6%.

As can be seen in table 6-3.1, the HVL values for the beams with additional 9mm

aluminum filtration determined by the attenuation measurement are consistently

higher than the values calculated from the measured spectra. This can be explained
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Figure 6-3.4: Spectral processing. Raw measured spectrum (dashed line), stripped
spectrum corrected for detector response (dotted line). Spectrum corrected for
Compton scatter with broad characteristic x-ray peaks due to Doppler shift (crosses)
and with deconvolved characteristic peaks (solid line).

by the non-flat energy response of the ionization chamber. According to the NRC

Calibration Report of the chamber, the reading for a 9.5mm aluminum HVL beam

is by 4% higher than the reading for a 3.0mm HVL beam. When a correction for

this was performed, assuming a linear energy response of the ionization chamber

in the HVL range (6.49-11.07)mm aluminium, the values in the brackets given in

table 6-3.1 were obtained. This leads to smaller differences with the HVL values

derived the CdTe spectrometer, as indicated in the last column.
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Table 6-3.1: HVL values (in mm of aluminum) and percentage differences
(HVLPTW−HVLCdTe)/HVLCdTe as determined from attenuation measurements with
a PTW chamber and as calculated from measured spectra with the CdTe detector.
The values in the brackets are HVL values corrected for the PTW energy response.

no additional filtration additional 9.0 mm Al
PTW CdTe diffPTW−CdTe PTW CdTe diffPTW−CdTe

mm Al mm Al [%] mm Al mm Al [%]
100 kVp HVL1 3.67 3.73 -1.6 6.64 (6.57) 6.40 3.8 (2.7)

HVL2 5.91 5.83 1.4 8.05 (7.93) 7.87 2.3 (0.8)
140 kVp HVL1 5.57 5.51 1.1 8.70 (8.60) 8.32 4.6 (3.4)

HVL2 7.84 7.95 -1.4 10.58 (10.27) 10.18 3.9 (0.9)

6.3.3 MC simulations

In order to complete the MC x-ray tube model as specified by the manufacturer,

the inherent filtration had to be determined. First, it was set to 1.5mm of aluminum

and iteratively altered until a good agreement with HVL attenuation measurements

for beams with no additional filtration was found. This process resulted in the

value of 1.90mm of aluminum. As can be seen from the third column of table 6-

3.2(diffMC−PTW), 1.90mm of aluminum leads to HVL differences smaller than 2.5%.

The MC calculated spectra are also compared to the CdTe calculated spectra in

table 6-3.2. The HVL values for beams with no additional filtration show a very

good agreement, the differences are within 1.2%. The HVL values for beams filtered

with additional 9mm of aluminium are within 1.8%.

Once the inherent filtration of the x-ray tube is established, Monte Carlo sim-

ulated spectra can be compared to the measured spectra. The results are shown

in figure 6-3.5. A good agreement between measurements and MC simulations was

found. The largest discrepancies are observed for the non-filtered 100 kVp spectrum

124



Table 6-3.2: HVL values (in mm of aluminum) and percentage differences
(HVLMC−HVLPTW)/HVLPTW and (HVLMC−HVLCdTe)/HVLCdTe as measured with
the PTW chamber, as calculated from MC simulated spectra and as calculated from
measured spectra with the CdTe spectrometer.

no additional filtration additional 9.0 mm Al
PTW MC diffMC−PTW CdTe diffMC−CdTe CdTe MC diffMC−CdTe

mm mm mm mm mm
Al Al [%] Al [%] Al Al [%]

100 kVp HVL1 3.67 3.76 2.5 3.73 0.8 6.40 6.49 1.4
HVL2 5.91 5.76 -2.5 5.83 -1.2 7.87 7.80 -0.9

140 kVp HVL1 5.57 5.46 -2.0 5.51 -0.9 8.32 8.47 1.8
HVL2 7.84 8.03 2.4 7.95 1.0 10.18 10.15 -0.3

in the area where Bremsstrahlung radiation has its peak which can be partially ex-

plained by noise in the CdTe measurements. The tungsten K-lines measured by

the detector have always lower intensity that the K-lines calculated by MC. This is

primarily due to the energy resolution of the spectrometer that was measured to be

1.42 keV at 122 keV. However, the errors of total net areas of the characteristic peaks

for the spectrometer measurements and MC simulations are within 20%.

MC simulated spectra were also compared to spectra calculated by the TASMIP

program. Figure 6-3.6 shows the comparison for the 100 kVp spectrum with added

filtration and for the 140 kVp without filtration. Similarly to the comparison of MC

simulated spectra and measured spectra with the CdTe detector, the intensities of the

TASMIP characteristic peaks are smaller than the intensities predicted by MC. This

is due to the calculation resolution of TASMIP. In general, a very good agreement

in determination of spectra between TASMIP and MC was found.

In conclusion, for purposes where only diagnostic x-ray spectra without spatial

information are needed, the TASMIP program can be conveniently benefited from.
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Figure 6-3.5: Comparison of spectra measured with CdTe detector (dotted curve)
and simulated with Monte Carlo (full line). Area under each curve equals unity.

However, the TASMIP program cannot be used for Monte Carlo simulation of a CT

scanner where high precision on photon fluence distribution or scatter distribution

is required. The information on photon positions and directions can be calculated

only by full MC simulation of the entire CT scanner geometry, including the x-ray

tube.

6.4 Conclusions

A Monte Carlo model of a CT x-ray tube was validated by measurements of x-

ray beams produced by two different tube voltages and filtrations. HVL1 and HVL2
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Figure 6-3.6: MC simulated spectra (full line) compared to TASMIP spectra (dotted
curve).

for beams without additional filtration calculated from the MC modeled spectra and

determined from attenuation measurements differ by less than 2.5%. The differences

between HVL1 and HVL2 calculated from the MC modelled spectra and determined

from spectral measurements with a CdTe detector are within 1.8%. The MC modelled

spectra were directly compared to spectra measured by the CdTe detector and to

spectra calculated by the TASMIP program and a good agreement was found.

We have created a Monte Carlo model of a CT x-ray tube. The model can be

now completed by the compensator and the detector ring geometry and the dose de-

livered to the patients can be calculated by the Monte Carlo method. The model will

also be helpful in understanding CT imaging processes and creation of CT artifacts.
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A Monte Carlo model of a CT x-ray tube is presented in this chapter. The model

is validated by spectral measurements with a CdTe detector and by half-value layer

measurements. Spectral properties of CT x-ray tubes do not only affect the image

quality but also directly influence the dose delivered to the patient during scanning.

The Monte Carlo model of the CT x-ray tube can be used for:

• correction of metal artifacts by evaluating the scattered radiation, as described

in the previous chapter,

• an accurate calculation of patient CT dose,

• dual-energy CT-based material extraction, as described in the next three chap-

ters of the thesis.

Dual-energy CT-based (DECT) material extraction presents a novel method for

more accurate mass density assignment and tissue segmentation, leading to improved

Monte Carlo dose calculations. In our interpretation of DECT, spectral properties of

CT x-rays have to be known with a reasonable accuracy. A method for an accurate

determination of CT x-ray spectra was the topic of this chapter.
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CHAPTER 7
Tissue segmentation in Monte Carlo treatment planning: a simulation

study using dual-energy CT images

Dual-energy CT (DECT) is a relatively well known method for calculation of

the effective atomic number and the relative electron density of a material scanned

with two energies. In this thesis, DECT was newly applied as an alternative method

for assignment of CT numbers to mass densities and tissue types for Monte Carlo

dose calculations. The difference in attenuation coefficients measured with two dif-

ferent tube voltages is transformed into the effective atomic number (Z) and relative

electron density (ρe) of each voxel. Both Z and ρe are then used for the novel tissue

segmentation scheme. On the other hand, the conventional method for tissue seg-

mentation using a single-energy CT image is exclusively based on differences in ρe.

Therefore, an improved material segmentation is expected for tissues with similar ρe

and different Z, such as soft tissue and soft bone.

The accuracy of DECT material extraction strongly depends on the spectral

properties of the two x-ray beams used for scanning. In this chapter, published in

Radiotherapy and Oncology, spectral properties of x-ray beams used for DECT are

investigated solely by means of Monte Carlo simulations. The effect of the improved

tissue segmentation using Z differences of tissue-equivalent materials is demonstrated

with an orthovoltage photon beam dose calculation.
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Abstract

Tissue segmentation is an important step in Monte Carlo (MC) dose calculation and

is often done uncritically. A new approach to tissue segmentation using dual-energy

CT images is studied in this work. A simple MC model of a CT scanner was built

and CT images of phantoms with ten tissue-equivalent cylinders were simulated

using soft and hard x-ray spectra. The Z and ρe of the cylinders were extracted

using a formalism based on a parameterization of the linear attenuation coefficient.

It was shown that in order to extract Z and ρe with a reasonable accuracy, hard

x-ray beams have to be used for scanning. When an additional filtration of 9mm of

aluminum in the CT x-ray beam is used, beam hardening in high density materials is

suppressed and the mean errors of the extraction of Z and ρe for 10 tissue-equivalent

materials in a small tissue-equivalent phantom are 3.7% and 3.1% respectively. MC

simulations were used to show that the extraction of Z and ρe for a number of tissue-

equivalent materials using dual-energy CT images is possible which improves tissue

segmentation for Monte Carlo dose calculations, as demonstrated with a 250 kVp

photon beam dose calculation.

7.1 Introduction

The use of Monte Carlo (MC) techniques for radiotherapy is increasing which

is reflected in the literature [1–3]. MC dose calculations using codes such as the
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EGSnrc/DOSXYZnrc are sensitive to the method of conversion from computed to-

mography (CT) images to mass density (ρ) and material maps. The common ap-

proach to assigning mass densities to CT numbers (or Hounsfield units, HU), is based

on (HU, ρ) calibration curves. Subsequently, each material type is assigned to a pre-

defined HU range, based on the same calibration curve. It has been shown that this

approach can lead to inaccurate conversion resulting in dose calculation errors, up to

10% for 6MV and 15MV photon beams for a set of NaCl and CaCl2 solutions when

the default DOSXYZnrc/CTCREATE calibration is used [4]. In this work, a novel

method for tissue segmentation using dual-energy CT-based material extraction is

employed.

Table 7-1.1 lists ten tissue-equivalent materials with their relative electron den-

sities ρe
a , effective atomic numbers (Z)b and mass densities (ρ). As shown in the

table, some materials have very similar ρ and ρe but their Z differ significantly. Ma-

terials number 3, 4 and 5 represent an example. It would be difficult to distinguish

these materials when only the information about their ρe was available. However,

the information about Z of these materials certainly makes it possible to tell them

apart. This is illustrated in figure 7-1.1 which shows a 2D (Z, ρe) plot for a set

of RMI (Gammex, Middleton, WI) tissue-equivalent materials listed in table 7-1.1.

a ρe =(ρZ/A)/(ρwZw/Aw), where A is the atomic mass of a material and ρw,
Zw,and Aw are the mass density, the atomic number and the atomic mass of water

b Z = (
∑

i

wiZi
3.5)1/3.5 where wi is fraction by weight of element i with atomic

number Zi [5]
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Note that all materials are well separated. The additional information on Z of each

pixel is used for an improved tissue segmentation using a (Z, ρe) calibration.

Table 7-1.1: Ten RMI tissue-equivalent materials, their effective atomic numbers Z,
relative electron densities ρe and mass densities ρ.

# MATERIAL ρe Z ρ
[g/cm3]

1 lung(LN300) 0.292 7.864 0.300
2 lung(LN450) 0.438 7.835 0.450
3 AP6 adipose 0.902 6.404 0.920
4 polyethylene 0.945 5.740 0.920
5 CT Solid Water 0.986 8.111 1.015
6 B200 Bone Mineral 1.097 10.897 1.145
7 CB2 - 10% CaCO3 1.142 8.905 1.170
8 CB2 - 30% CaCO3 1.286 11.393 1.340
9 CB2 - 50% CaCO3 1.470 12.978 1.560
10 SB3 Bone, Cortical 1.692 14.141 1.819

Rutherford et al. [6] showed in 1976 that if CT images of an object are acquired

at two significantly different tube voltages, Z and ρe of the object can be determined.

The algorithm for extracting Z and ρe is based on a parameterization of the linear

attenuation coefficient (µ), introduced by Jackson and Hawkes [5], using the effective

energies of two x-ray beams. The method developed by Rutherford et al. was later

modified by Torikoshi et al. [7, 8] for monochromatic x-rays.

In this paper, the algorithm developed by Torikoshi et al. was modified for

polychromatic x-rays. The new algorithm was tested using MC simulations of a

CT scanner. CT images of phantoms with various tissue-equivalent materials were

calculated for two x-ray beam energies and Z and ρe were determined by the new

method. The agreement between the extracted and true Z and ρe was quantified.
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Figure 7-1.1: Plot of ρe versus the Z for ten tissue-equivalent materials used for a
2D (Z,ρe) tissue segmentation.

Provided this method works, more accurate MC dose calculations may be feasible

which is demonstrated in the last section of this paper. Moreover, the MC model of

a CT scanner can be used for optimization of the voltages and filtrations of the two

x-ray beams used for scanning. As a result, the best performance of a dual-energy

CT scanner can be obtained.

7.2 Materials and Methods

The algorithm for dual-energy CT-based material extraction for polychromatic

x-rays is presented in this work. The algorithm description is followed by the Z and

ρe extraction of ten tissue-equivalent materials calculated from µ-maps. The µ-maps

are obtained from MC simulations of a CT scanner.
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7.2.1 Dual-energy CT-based material analysis

The dual-energy CT-based material extraction method developed by Torikoshi

et al. [7, 8] was modified in this work. The µ(Z, ρe) of a material with Z and ρe

measured at two different tube voltages can be expressed by

µj = ρe

∑
i

ωji

[
Z4F (Eji, Z) + G(Eji, Z)

]
, (7-2.1)

j = 1, 2, assuming the two x-ray spectra are represented by weights ωji corre-

sponding to energy Eji, where
∑

i

ωji = 1, for j = 1, 2. ρeZ
4F (E, Z) and ρeG(E, Z)

are the photoelectric absorption and the combined Rayleigh and Compton scattering

terms of the linear attenuation coefficient obtained by fitting of data from the NIST

database [9], respectively.

If two µs of a material measured at two tube voltages are known, then Z of the

material can be obtained by solving the following equation:

µ1

µ2

−

∑
i

ω1i

[
Z4F (E1i, Z) + G(E1i, Z)

]
∑

i

ω2i

[
Z4F (E2i, Z) + G(E2i, Z)

] = 0. (7-2.2)

ρe can be obtained by inserting Z back into equation 7-2.1. The presented

algorithm has to be slightly modified for extracting Z and ρe directly from CT images

where HU are represented by HU = 1000(µ/µw-1) and µw is the linear attenuation

coefficient of water and has to be included in the analysis.

7.2.2 Monte Carlo simulations

A MC model of a CT scanner was built using the EGSnrc/BEAM code [10] and

a modified version of the EGSnrc/DOSXYZnrc code [11]. The x-ray tube and the

137



imaging detectors were modeled based on manufacturer’s specifications of a PQ5000

CT scanner (Royal Philips Electronics, Eindhoven, the Netherlands) in BEAM. The

100 kVp and 140 kVp x-ray beams were shaped by a pair of lead jaws into either a

19.2◦ or a 3.1◦ fan beam according to the required size of the field of view (FOV).

The inherent filtration of the x-ray tube is 1.9mm Al. Simulations were done with

either no or 9mm Al additional filtration. Due to the shift in the mean energies of

the filtered beams, the beams filtered with 1.9mm and 10.9mm of Al will be denoted

as soft and hard beams, respectively. The slice thickness was 1 cm in all geometries.

The geometry of the simulations is shown in figure 7-2.2. Figure 7-2.2a represents

a simulation where only one small uniform cylinder is scanned in air using a small

FOV, with a 3.1◦ fan beam. The x-ray source is represented by the phase-space

file from the x-ray tube simulations (phsp1) and is randomly rotated over 200◦ in

1◦ intervals. The phase-space files (phsp1) were used for simulations of the CT

geometry in the modified version of the DOSXYZnrc code. The photons interact in

the cylinder and are scored in one of the 128 (29×4×0.945)mm3 CdWO4 detectors of

a curved phase-space file (phsp2) representing a detector ring. The detector energy

response was simulated in the DOSXYZnrc code. The energy response was taken

into account in the CT simulation by convolving the photon energy in each detector

with the detector response. In this way, a 128×200 intensity matrix I of each cylinder

was created. In order to obtain the projection matrix p = −ln(I/I0), I0, the source

intensity at the detector ring, was obtained by simulating a scan with only air between
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the x-ray source and the detectors. Simulations with ten cylinders made of tissue-

equivalent materials listed in table 7-1.1 were performed for soft and hard beams for

100 and 140 kVp.
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Figure 7-2.2: The setup for MC calculations of CT images of small cylinders made
of tissue-equivalent materials scanned in air (a) and in a solid water phantom (b).
Phantom A, B and C geometries (c), the materials are listed in table 7-1.1.

Figure 7-2.2b shows the setup for a phantom with 5 cylindrical inserts. Simula-

tions were performed with two solid water phantoms (figure 7-2.2c) with 13.6 cm in

diameter. The phantom diameter requires a larger FOV, therefore a new phsp1 with

a 19.2◦ fan beam was created. The simulation parameters are the same as in the

case of the simulations with the single cylinders, resulting in 128×200 matrices of

projections. CT images for 10 cylinders in air and the phantoms A and B at soft and

hard 100 kVp and 140 kVp beams were reconstructed from matrices of projections

in Matlab (The Mathworks, Natick, MA). A filtered-back projection (FBP) with
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the Shepp-Logan filter was used because nearly all of the reconstruction algorithms

employed by commercial CT scanners are based on FBP [12].

7.2.3 MC dose calculations

MC dose calculations were performed for a 250 kVp photon beam in phantom C

(figure 7-2.2c). The kilovoltage photon beam was chosen to emphasize the problem

and it is representative for errors that might be encountered in assessing dose in kV

radiotherapy, CT scanning and brachytherapy. The phantom was created on the

basis of the simulated cylinders in images of phantoms A and B. Only four cylinders

with low HU contrast (<14%) were used in phantom C. Subsequently, phantom C

was converted into a material and density map for MC dose calculations. This was

done in two different ways. First, the simulated 100 kVp HU map of the phantom

was used to assign material types. This represents the commonly used approach

to material segmentation (the single-energy CT material segmentation). Since a (ρ,

HU) calibration curve was not available and the exact geometry was known, mass

densities were assigned on the basis of the exact geometry mass density. Secondly,

a novel dual-energy CT material segmentation was employed on the basis of the

extracted ρe and Z-maps. The mass density of each voxel was assigned on the basis

of the extracted ρe and a linear relationship between ρ and ρe from table 7-1.1.

MC dose calculations were performed for a single 250 kVp photon beam in three

MC geometries: in the exact know geometry (Dex), in the single-energy CT geometry

(Dsingle) and in the dual-energy CT geometry (Ddual). The statistical uncertainty in

dose calculations was less than 0.2% in high dose regions.
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7.3 Results

7.3.1 In-air simulations

The results of the extraction of Z and ρe for cylinders made of 10 tissue-

equivalent materials scanned in air are presented in figure 7-3.3. The simulations

using soft beams (crosses) show an overestimation of the extracted ρe and an un-

derestimation of the extracted Z for high density materials. The mean errors of the

extraction of Z and ρe using the soft beams are 8.4% and 4.3%, respectively. A

remarkable beam hardening within these cylinders was observed which caused the

inaccuracy of the extraction Z and ρe. The mean energy of the soft beams is rela-

tively low and the spectrum changes substantially as the beams pass through high

density materials. The significant change in the spectra makes dual-energy material

segmentation inaccurate [13]. While the effects of beam hardening are well known

for single-energy CT images, to our knowledge, the effect on dual-energy material

extraction for a large range of tissue equivalent materials has not yet been studied

in detail.

The effect of beam hardening can be suppressed when hard spectra are used.

The mean energy of the hard beams is higher and therefore the increase is relatively

smaller when the beams pass through the cylinders. The improvement of the ex-

traction of both Z and ρe is evident in figure 7-3.3 where the circles lie closer to the

diagonal. The errors of the extraction of Z and ρe using the hard beams are in the

range from -9.8% to 6.0% and from -3.5% to 3.3% with the mean errors of 4.5% and

1.6%, respectively.
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Figure 7-3.3: The extracted ρe and Z of 10 tissue-equivalent materials scanned in air.
The results for soft beam simulations (crosses) and hard beam simulations (circles)
are shown.

7.3.2 Phantom simulations

In order to evaluate the effect of beam hardening within a heterogeneous phan-

tom consisting of tissue equivalent materials, simulations with cylinders embedded

in two small phantoms were performed. The simulated CT image for phantom A

using the hard 140 kVp spectrum is presented in figure 7-3.4.

Figure 7-3.4: MC simulated CT image of phantom A.
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The results for the extraction of Z and ρe are shown in figure 7-3.5. Whereas the

ρe are extracted with a good accuracy for both soft and hard beams, the extracted Z

using the soft beams deviate from the diagonal. The mean errors on the extraction

of ρe for soft and hard beams are 4.5% and 3.1%, respectively. Note that the beam

hardening caused by the solid water phantom also affects the extraction of Z for

lower-Z materials, such as lung and solid water.
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Figure 7-3.5: The extracted ρe and Z of 10 tissue-equivalent materials scanned in a
phantom. The results for soft beam simulations (crosses) and hard beam simulations
(circles) are shown.

The extraction of Z was more accurate when the hard beams were used for the

simulations. As a result the mean error for the extraction of Z decreases from 15.6%

for the soft beams to 3.7% for the hard beams.

7.3.3 MC dose calculations

It was found that the MC simulated images were fairly noisy, despite the rela-

tively long calculation time (30 hours on a 2.8GHz machine). The noise in a water

phantom was 15HU which is significantly higher than in real scanners (∼5HU). As

a result, the noise was artificially removed from µ-maps by replacing each material
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by its mean µ. The simulated ‘noise-free’ 100 kVp CT image of phantom C and the

reconstructed ρe and Z-maps are shown in figure 7-3.6a-c. Note that noise in CT

images is an important issue for dual-energy CT based material extraction which

was discussed by other authors [14].
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Figure 7-3.6: Simulated ‘noise-free’ CT image of phantom C (a), its extracted Z (b)
and ρe-map (c). The exact dose distribution with a single 250 kVp photon beam (d)
and the dose differences from the exact dose distribution (Dex-Dsingle/Dex) and (Dex-
Ddual/Dex) using single-energy CT (e) and dual-energy CT (f) material segmentation,
respectively.

To demonstrate the need for an accurate material segmentation, four cylinders

with low contrast were chosen for MC dose calculation. The low contrast in the CT
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image (figure 7-3.6a) results in mis-assignment of all cylinders to solid water. On the

other hand, the contrast of the cylinders is higher (>18%) in the Z-map (figure 7-

3.6b) which allows for their accurate segmentation using the novel dual-energy CT

approach.

Dose calculations results for a single 250 kVp photon beam are summarized in

figure 7-3.6d-f. Figure 7-3.6d shows the normalized dose distribution whereas fig-

ure 7-3.6e and 7-3.6f represent dose differences from the exact geometry for dose

calculations using the single-energy CT and the dual-energy CT material segmenta-

tion, respectively. The dose differences in the miss-assigned cylinders are up to 17%,

5%, 4.5% and 4% for BONE200, AP6, CB2-10% CaCO3 and polyethylene respec-

tively. This is caused by the differences in the mass energy absorption coefficients

(µen/ρ) of solid water and the cylinder materials for the 250 kVp photon beam. The

dose differences are below 1% when the dual-energy CT material segmentation was

implemented.

7.4 Conclusions

We have used Monte Carlo simulations to show that the extraction of effective

atomic numbers and relative electron densities for a number of tissue-equivalent

materials using dual-energy CT images is possible. A simple MC model of a CT

scanner was built and CT images of cylinders in air and in solid water phantoms

with cylinders were simulated using soft and hard x-ray spectra. The Z and ρe of

the cylinders were extracted using a formalism based on a parameterization of the

linear attenuation coefficient.
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It was shown that in order to extract effective atomic numbers and relative elec-

tron densities with a reasonable accuracy, hard beams have to be used for scanning.

When no additional filtration to the CT x-ray beam is used, significant beam hard-

ening in high density materials occurs and the mean errors of the extraction of Z

and ρe for ten tissue-equivalent materials in a small tissue-equivalent phantom are

15.6% and 4.5% respectively. When an additional thickness of 9mm of aluminium

is inserted in the beam, beam hardening is suppressed and the mean errors of the

extraction of Z and ρe decrease to 3.7% and 3.1%, respectively. Since most clinical

CT scanning is done with hard beams, this result will potentially be sufficient for

improved tissue segmentation for Monte Carlo dose calculations.

Monte Carlo dose calculations for a 250 kVp photon beam were performed using

the conventional single-energy CT material segmentation and the novel dual-energy

CT material segmentation. It was found that four low contrast cylinders could not be

correctly segmented using the conventional approach due to their HU being similar to

the HU of surrounding solid water. This miss-assignment results in dose calculation

errors up to 17% in the 250 kVp photon beam. However, using the novel dual-energy

tissue segmentation, dose calculation errors are within 1%.

Materials with high contrast in CT images, such as bone and lung tissue equiva-

lent materials, can be segmented with a reasonable accuracy and therefore large dose

calculation errors in photon beams are not expected. For MV photon beams, where

the main interaction type (the Compton effect) is independent of Z, smaller dose

calculation errors are expected for any mis-assigned media. On the other hand, in
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high energy MV photon beams (such as a 25MV beam) pair production becomes im-

portant which might result in larger dose calculation errors in inaccurately assigned

materials. Ongoing work is being performed to investigate experimental phantoms

and a wider range of dose calculations for different treatment modalities.

Monte Carlo simulations of a CT scanner presented in this chapter show that

beam hardening is an important effect in dual-energy CT-based material extraction

based on the parameterization of the linear attenuation coefficient. Therefore, in

order to minimize beam hardening, hard spectra should be used for DECT.

An improvement of a photon beam dose calculation compared to the conven-

tional dose calculation using a single-energy CT image was demonstrated. A MC

simulation for four tissue-equivalent materials with similar electron densities but dif-

ferent atomic numbers irradiated with an orthovoltage photon beam was performed.

Whereas the dose was calculated accurately on the basis of DECT, significant dose

errors for all four materials using the conventional material segmentation were seen.
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CHAPTER 8
Dual-energy CT-based material extraction for tissue segmentation in

Monte Carlo dose calculations

The improvement of Monte Carlo dose calculations using dual-energy CT was

demonstrated by simulations of a CT scanner in the previous chapter. In this chapter,

CT images of a tissue-equivalent phantom are acquired on a clinical CT scanner.

As explained in the previous chapter, both x-ray beams are filtered with a 9mm

aluminum filter, i.e. hard x-ray beams are used for DECT scanning.

The proposed material segmentation for MC dose calculations using DECT is

tested with a number of treatment beams. Since the novel tissue segmentation is

based on differences in effective atomic numbers (Z) of human tissues, improve-

ment in dose calculation results is mainly expected for kilovoltage x-ray beams. The

photoelectric effect, strongly dependent on Z, is significant for kilovoltage beams,

therefore, neglecting Z differences of tissues is expected to result in dose calculations

errors. In this chapter, published in Physics in Medicine and Biology, kilovoltage

and megavoltage photon and megavoltage electron beam MC simulations are per-

formed on a tissue equivalent phantom. The effect of the novel tissue segmentation

compared to the conventional tissue segmentation is evaluated and the importance

for human tissues treated with photon and electron beams is discussed.
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Abstract

Monte Carlo (MC) dose calculations are performed on patient geometries derived

from computed tomography (CT) images. For most available MC codes, the Hounsfield

Units (HU) in each voxel of a CT image have to be converted into mass density (ρ)

and material type. This is typically done with a (HU; ρ) calibration curve which may

lead to mis-assignment of media. In this work, an improved material segmentation

using dual-energy CT-based material extraction is presented. For this purpose, the

differences in extracted effective atomic numbers Z and the relative electron densities

ρe of each voxel are used. Dual-energy CT material extraction based on parameter-

ization of the linear attenuation coefficient for 17 tissue-equivalent inserts inside a

solid water phantom was done. Scans of the phantom were acquired at 100 kVp and

140 kVp from which Z and ρe values of each insert were derived. The mean errors

on Z and ρe extraction were 2.8% and 1.8%, respectively. Phantom dose calcula-

tions were performed for 250 kVp and 18MV photon beams and an 18MeV electron

beam in the EGSnrc/DOSXYZnrc code. Two material assignments were used: the

conventional (HU; ρ) and the novel (HU; ρ, Z) dual-energy CT tissue segmenta-

tion. The dose calculation errors using the conventional tissue segmentation were as

high as 17% in a mis-assigned soft bone tissue-equivalent material for the 250 kVp

photon beam. Similarly, the errors for the 18MeV electron beam and the 18MV

photon beam were up to 6% and 3% in some mis-assigned media. The assignment

151



of all tissue-equivalent inserts was accurate using the novel dual-energy CT mate-

rial assignment. As a result, the dose calculation errors were below 1% in all beam

arrangements. Comparable improvement in dose calculation accuracy is expected

for human tissues. The dual-energy tissue segmentation offers a significantly higher

accuracy compared to the conventional single-energy segmentation.

8.1 Introduction

Monte Carlo (MC) techniques can be used to calculate dose delivered to patients

receiving radiotherapy. In Monte Carlo treatment planning (MCTP) using codes

such as the EGSnrc/DOSXYZnrc [1, 2], patient computed tomography (CT) scans

have to be converted into voxel geometries where each voxel is represented by its

mass density (ρ) and tissue type. However, the conversion is not a trivial procedure

and it has been shown that inaccurate tissue segmentation can lead to large dose

calculation errors, up to 10% for 6MV and 15MV photon beams using the default

DOSXYZnrc/CTCREATE ramp when not properly implemented [3].

Various authors published studies on conversion of CT images into mass densi-

ties. Schneider et al. [4] described a method to determine improved CT calibrations

for biological tissue, a stoichiometric calibration, based on measurements using tis-

sue equivalent materials. Schneider et al. [5] simplified the stoichiometric calibration

by introducing interpolation functions in the calibration procedure and were able to

derive a non-affine relationship between CT numbers and elemental weights. More

recently, Vanderstraeten et al. [6] evaluated the stoichiometric calibration in a multi-

center study. They obtained dose to water calculation errors up to 10% when multiple

bone types were ignored.
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Du Plessis et al. [7] published a study in which they evaluated the number of

tissue types that are needed to calculate the dose at a 1% dose accuracy level for an

8MV photon beam. They found that 57 tissue subsets are required to represent 16

main tissue types. Some MC-based systems use many tissue types, e.g. the VCU

DOSXYZnrc-based MC system [8] uses 56 bins.

Due to the large number of tissue subsets that have to be segmented in patient

CT images, mis-assignment of media could occur. All studies mentioned made use

of single-energy CT scans of patients or phantoms. The purpose of this study is to

improve the commonly used material segmentation by employing dual-energy CT

material extraction.

An alternative method to conversion of CT images into MC geometry file is

the approach used in VMC/XVMC codes where CT numbers are mapped to mass

densities and then continuous mass density to scattering property functions are used.

The commercial VMC++ implementation by Nucletron which uses 22 tissue-bins

[9] is an example. Such an approach has the potential to suffer much less from

inadequate CT to material conversion.

8.2 Materials and Methods

8.2.1 Description of the problem

The conventional approach to the conversion of CT numbers (or Hounsfield

Units, HU) involves scanning a set of tissue-equivalent materials and creating a

(HU; ρ) calibration curve. HU are defined as HU = 1000(µ/µw-1) where µ and

µw are the linear attenuation coefficients of a material and water, respectively. An

example of a calibration curve created using a set of RMI electron density calibration
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materials (Gammex, Middleton, WI, see table 8-2.1) is shown in figure 8-2.1. Material

segmentation, done by assigning HU ranges to tissue types, is indicated by the dashed

vertical lines.

Table 8-2.1: ρe, Z, ρ and elemental composition by weight of 17 RMI tissue-equivalent
materials. Data supplied by the manufacturer.

# MATERIAL ρe Z ρ H C N O Mg Si P Cl Ca

g/cm3

1 LUNG(LN300)† 0.292 7.864 0.300 8.5 59.4 2.0 18.1 11.2 0.8 0.1

2 LUNG(LN450)† 0.438 7.835 0.450 8.5 59.6 2.0 18.1 11.2 0.6 0.1
3 AP6 ADIPOSE 0.902 6.404 0.920 9.1 72.3 2.3 16.3 0.1
4 POLYETHYLENE(PE) 0.945 5.740 0.920 14.4 85.6
5 BR12 BREAST 0.957 7.236 0.980 8.6 70.1 2.3 17.9 0.1 1.0
6 SOLID WATER(SW) 0.986 8.111 1.015 8.0 67.3 2.4 19.9 0.1 2.3
7 LV1 RMI 1.010 8.114 1.039 8.1 67.0 2.5 20.0 0.1 2.3
8 CB3 RESIN 1.020 6.662 1.020 11.3 74.2 1.6 12.0 0.9
9 SR2 BRAIN 1.045 6.311 1.049 10.8 72.5 1.7 14.9 0.1

10 IB3 INNER BONE 1.086 10.895 1.133 6.7 55.6 2.0 23.5 3.2 0.1 8.9
11 B200 BONE MINERAL 1.097 10.897 1.145 6.6 55.5 2.0 23.6 3.2 0.1 8.9
12 CB4 1.124 6.468 1.155 8.2 70.2 2.7 18.8 0.1
13 CB2 - 10% CaCO3 1.142 7.905 1.170 8.6 65.3 2.7 19.2 0.1 4.0
14 ACRYLIC(LUCITE) 1.147 6.704 1.180 8.1 60.0 32.0
15 CB2 - 30% CaCO3 1.286 11.393 1.340 6.7 53.5 2.1 25.6 0.1 12.0
16 CB2 - 50% CaCO3 1.470 12.978 1.560 4.8 41.6 1.5 32.0 0.1 20.0
17 SB3 BONE CORTICAL 1.692 14.141 1.819 3.4 31.4 1.8 36.5 0.0 26.8

† Both lung materials have very similar elemental composition and therefore for MC dose calculations, they were assigned to a
single material type with different densities.

From figure 8-2.1, a number of questions related to the assignment of mass

densities and tissue types using the conventional (HU; ρ) approach arise. Specifically,

several steps of the procedure are not well defined:

• how is the calibration curve created (e.g. how many linear segments should be

used)?

• which tissue-equivalent materials are suitable for calibration?

• where should the boundaries between tissue types be set?

The aim of this work is to simplify or overcome the listed problems using dual-

energy CT-based material extraction.
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Figure 8-2.1: A typical (HU; ρ) calibration curve used for conversion of HU into mass
densities and material types.

The CT dual-energy technique involves scanning an object with two significantly

different tube voltages and results in conversion of the measured HU into the effective

atomic numbers (Z)a and the relative electron densities ρe
b of each voxel.

a Z = (
∑

i

wiZi
3.5)1/3.5 where wi is fraction by weight of element i with atomic

number Zi [10]

b ρe =ρ′e/(ρ′e)w=(ρZ/A)/(ρwZw/Aw), where ρ′e and (ρ′e)w are the electron densities
of a material and water, A is the atomic mass of a material and ρw, Zw,and Aw are
the mass density, the atomic number and the atomic mass of water
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Conveniently for MC dose calculations, the ρe-maps can be directly converted

into ρ-maps using a linear relationship. This way, the above listed difficulties re-

garding ρ assignment using the (HU; ρ) calibration curve are avoided. The Z-maps

can then be used for an improved material segmentation by taking advantage of Z

differences for tissues or materials having a similar ρ. For this purpose, Z and ρ have

to be determined with a reasonably high accuracy.

The concept of determination of Z and ρe from dual-energy CT scans was intro-

duced by Rutherford et al. [11] and further developed by Heismann et al. [12]. The

latter work presented a ρZ projection algorithm which allowed Z and ρ extraction

of a set of chemical solutions with Z varying from 7.21 to 9.84 and ρ in the range

from 0.910 to 1.219. The errors on Z extraction using this method were up to 5%.

Rizescu et al. [13] developed their own method for dual-energy material extraction

and built a CT scanner with an 192Ir source emitting reported principle gamma ra-

diation of 310.5 and 469.1 keV. They were able to extract Z with an error less than

3% and 10% for Z > 25 and Z < 15, respectively. The error on ρ determination

was less than 3%. Torikoshi et al. [14] and Tsunoo et al. [15] presented a method

for dual-energy CT-based material extraction using monochromatic x-rays. In our

paper, this method was modified for polychromatic x-rays which made it suitable for

the use in clinical CT scanners and therefore more practical for treatment planning.

8.2.2 Dual-energy CT-based material extraction

As stated in the paper by Torikoshi et al. [14], the linear attenuation coefficient

(µ) of a material at energy E can be approximated with:
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µ(E) = ρ′e
(
Z4F (E, Z) + G(E, Z)

)
, (8-2.1)

where ρ′e is the electron density of the material and ρeZ
4F (E, Z) and ρeG(E, Z)

are the photoelectric and combined Rayleigh and Compton scattering terms of the

linear attenuation coefficient. The functions F (E, Z) and G(E, Z) are obtained by

quadratic fits of the photoelectric and scattering terms of NIST attenuation coeffi-

cients [16]. Figure 8-2.2 shows and example of F (E, Z) and G(E, Z) functions for

50 keV and 100 keV photons. The NIST data are also plotted.

The attenuation coefficient µj of a material scanned with a continuous energy

spectrum j (the index j =1, 2 depends on the spectrum used for the dual energy

scanning) can then be calculated by:

µj = ρ′e
∑

i

ωji

[
Z4F (Eji, Z) + G(Eji, Z)

]
, (8-2.2)

where the spectrum j is represented by a spectral distribution ωji at energy

Eji. Assuming two linear attenuation coefficients of a material (µ1 and µ2) are

measured by two significantly different spectra (100 and 140 kVp in our work), then

two different evaluations of equation 8-2.2 are available that can be solved iteratively

for Z. After that, ρ′e is calculated by inserting Z back into equation 8-2.2, for either

j = 1 or j = 2.

Attenuation coefficients of materials can be measured in a CT scanner where

they are represented by HU = 1000(µ/µw-1). If two scans with two different spectra

j are taken, the ratios µj/µjw = HUj/1000+1 for j = 1, 2 are known. Therefore,

the method for Z and ρe calculation has to be slightly modified by incorporating
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the linear attenuation coefficient of water for spectra 1 and 2 (µ1w and µ2w) into

equation 8-2.2. Note that the Z of water according to the definition used here is Zw

= 7.733. Finally, the equation that has to be solved to determine the Z of a material

is:

Z4 −

µ2

µ2w

∑
i

ω2i

[
Z4

wF (E2i, Zw) + G(E2i, Zw)
]∑

i

ω1iG(E1i, Zw)−

µ1

µ1w

∑
i

ω1i

[
Z4

wF (E1i, Zw) + G(E1i, Zw)
]∑

i

ω2iF (E2i, Zw)−

− µ1

µ1w

∑
i

ω1i

[
Z4

wF (E1i, Zw) + G(E1i, Zw)
]∑

i

ω2iG(E2i, Zw)

− µ2

µ2w

∑
i

ω2i

[
Z4

wF (E2i, Zw) + G(E2i, Zw)
]∑

i

ω1iF (E1i, Zw)
= 0,

(8-2.3)

The relative electron density is then calculated from (for either j):
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ρe =
µj

µjw

∑
i

ωji

[
Z4

wF (Eji, Zw) + G(Eji, Zw)
]

∑
i

ωji

[
Z4F (Eji, Z) + G(Eji, Z)

] , (8-2.4)

A Matlab (The Mathworks, Natick, MA) routine was developed that iteratively

solves equation 8-2.3. The inputs to the program are the two CT photon spec-

tra (spectral distributions ωji for the 100 and 140 kVp spectra corrected for beam

hardening, see the next subsection), the measured HU at the two tube voltages and

NIST attenuation coefficients for elements with Z from 5 to 15 which is the range of

effective atomic numbers of the materials used in our study.

Correction for beam hardening

Beam hardening in CT is an important effect for dual-energy material extraction.

As any polyenergetic x-ray beam passes through a material, low energy photons are

attenuated more than high energy photons which causes a shift of the mean energy

of the spectrum toward higher energies and ‘hardening’ of the spectrum. Especially

when employing the dual-energy CT-based material extraction on large objects, beam

hardening has to be taken in account by using ‘tissue filtered’ spectra rather than

the original x-ray tube spectra.

The HU of each voxel is a representation of the linear attenuation coefficient at

the effective energy of the spectrum at the location of the voxel. However, at each

position of the x-ray tube, the path length of the ray passing through a particular

voxel from the surface of the phantom to the voxel is different. As a result, the

effective energy at a voxel is different for each x-ray tube position and the final
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reconstructed HU of the voxel corresponds to the mean value of ρ calculated for all

x-ray tube positions.

In the phantom study, we found out that the shape and the mean energy of

the original x-ray tube spectrum changes considerably when the x-ray beam passes

through 32 cm of solid water (the size of the RMI phantom used in the study and

an approximate size of adult pelvis). For the 9mm added aluminum filtration 100

and 140 kVp beams, the mean beam energy changes from 60 keV to 70 keV and

from 71 keV to 90 keV, respectively. Since the mean distance from each voxel of a

cylindrical phantom to the surface of the phantom can be approximated by the radius

of the phantom, the spectra used for the dual-energy material extraction algorithm

were the measured 100 and 140 kVp spectra filtered with 16 cm of solid water. Beam

hardening in high-Z materials is even more pronounced and it also had to be taken

into account in the material extraction analysis. A semi-empirical correction was

developed which is described in the Result section.

For MCTP, mass densities not electron densities have to be input for each voxel.

A linear relationship between ρ and ρe was found by fitting the data for the set of

RMI materials listed in table 8-2.1. The linear fit was found to be ρ=1.079ρe-0.050

with an R2 value larger than 0.995.

8.2.3 Spectral measurements

In order to solve equations 3 and 4, the spectral distributions ωji for the 100

and 140 kVp spectra have to be known. The original spectra were measured with

a high resolution Schottky CdTe detector (XR-100T, AMPTEK Inc, Bedford, MA)

in a Compton scatter setup. Details can be found in Bazalova and Verhaegen [17].
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Finally, the 16 cm solid water filtered spectral distributions ωji were calculated by

MC, using the EGSnrc/BEAM code [18].

Heismann et al. [12] proposed to include the CT scanner detector response in

the spectra. We simulated the response of the detectors used in our CT scanner

by impinging monoenergetic photons on the center of (29×4×0.945)mm3 CdWO4

crystals. The detector response was then incorporated in our analysis by multiplying

each bin of the response with the original x-ray spectra. It was found, however, that

the detector response has a negligible effect on the dual-energy material extraction.

As a result, the detector response was not taken into account in this paper.

8.2.4 Phantom

A 32 cm diameter solid water RMI electron density calibration phantom with 20

cylindrical inserts made of 17 tissue-equivalent materials (table 8-2.1) was scanned

at 100 and 140 kVp in a single-slice CT scanner (Picker PQ5000, Royal Philips Elec-

tronics, Eindhoven, the Netherlands). Additional filtration of 9mm of aluminum was

used for both x-ray beam energies in order to minimize beam hardening effects for

dual-energy material extraction, as described in Bazalova et al. [19]. The RMI cylin-

ders are made of materials with Z in the range between 5.740 for polyethylene and

14.141 for cortical bone. ρe of the inserts vary from 0.292 for inflated lung to 1.692

for cortical bone. Note that the Z and ρe ranges of the RMI materials approximately

correspond to the Z and ρe ranges of ICRU-44 tissues [20]. According to ICRU-44,

Z of human tissues varies from 6.559 for yellow marrow to 13.978 for cortical bone

and ρe varies from 0.258 for inflated lung to 1.781 for cortical bone.
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The arrangement of the cylinders in the phantom as recommended by the manu-

facturer and as it was used for material extraction is shown in figure 8-2.3 (phantom

A). The mean HU of each insert of both 100 kVp and 140 kVp images were calcu-

lated and input into equation 3 in the form of µ1/µ1w and µ2/µ2w, respectively. The

extracted Z and ρe were then compared to the known values.

8.2.5 Dose calculations

The RMI electron density phantom was also used for MC dose calculations us-

ing the EGSnrc/DOSXYZnrc code. Since the number of materials in a DOSXYZnrc

geometry file is currently limited to ninec and the phantom is made of solid wa-

ter and surrounded by air, only 7 different material types could be placed in the

phantom. Note that due to their elemental composition similarity, the two lung

materials were considered to be one material type with different density. The RMI

insert arrangements for a single 18MeV electron and 250 kVp photon beam dose

calculations (phantom B) and 6 and 18MV parallel-opposed photon beam dose cal-

culations (phantom C) are shown in figure 8-2.3. The beam field size for the 18MeV

and 250 kVp dose calculations was 26×8 cm and it was 8×8 cm for the 6MV and

18MV photon beam simulations. Whereas the inserts for the MV photon beam dose

calculations are placed in the center of the phantom, they are rearranged toward the

surface of the phantom for electron and kilovoltage photon beam dose calculations.

c The number of materials can in principle be increased. The modification requires
changes to the EGSnrc/DOSXYZ code where the geometry files are read in and to
the software that creates the phantom voxel geometry.
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The RMI materials with the lowest and the highest Z and ρ were among those cho-

sen for the dose calculation study. The photon and electron spectra were taken from

previous work (Verhaegen and Devic 2005).

First, the 512×512 CT images of the phantoms were resampled to 256×256

matrices. The conversion from HU to mass densities and materials was done in two

different ways: applying the (HU; ρ) conventional approach using a single-energy

CT image and a calibration curve and employing the novel (HU; ρ, Z) approach

that uses dual-energy CT images and reconstructed Z and ρe of each voxel. The

latter approach does not require a calibration curve. Finally, 3D phantoms were

created by extending the single 2D CT slice of 5mm into 10 cm. Dose calculations

were performed with DOSXYZnrc in the single-energy CT geometry (Dsingle), in the

dual-energy CT geometry (Ddual) and in the voxelized exact-known geometry (Dex)

of each phantom.

8.3 Results

8.3.1 Single-energy CT material segmentation

The conventional approach for conversion of CT images into mass densities and

materials uses a (HU; ρe) calibration curve which was created as follows. First,

phantom A (figure 8-2.3a) with 20 tissue-equivalent inserts was scanned at 140 kVp.

Then ρe of the inserts versus the measured HU were plotted and the calibration

curve was obtained by fitting three linear segments (shown in figure 8-3.4a). The

mass densities of each voxel of the 140 kVp scans of phantom B and C (figure 8-2.3b

and 8-2.3c) were obtained on the basis of the measured HU, the calibration curve

and the (ρ, ρe) relationship. Subsequently, the phantom CT images were segmented
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into materials using HU ranges according to table 8-3.2a. Note that the solid water

(SW) region HU [-320:220] is naturally derived from the intersection points of the

calibration curve segments (as depicted in figure 8-3.4a). The four media in the solid

water bin have similar HU and were therefore assigned a single material type.
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8.3.2 Dual-energy CT material segmentation

Both 100 and 140 kVp images of phantoms B and C were processed by dual-

energy material extraction on a pixel-by-pixel basis resulting in 256×256 Z and

ρe-maps of the phantoms. Unlike in the conventional approach where a calibration

curve was required, mass densities were assigned on the basis of the ρe-maps using

only the (ρ, ρe) relationship. No calibration curve was needed.

Both Z and ρe-maps were then used for the novel (HU; ρ, Z) tissue segmentation

for MC dose calculations as demonstrated in figure 8-3.4b. Each rectangle in the

figure corresponds to one material type. The Z and ρe ranges of each material type

are listed in table 8-3.2b. Note that the four materials (PE, SW, CB2-10, B200),

which were assigned to only one material type in the single-energy CT approach, are

here separated using their differences in Z. The boundaries in the Z direction were

chosen approximately at the center between two neighboring materials.

Table 8-3.2: HU ranges for material segmentation for MC dose calculations using
single-energy CT images (a) and ρe and Z ranges for material segmentation using
dual-energy CT images (b).

a) HU b) ρe Z
AIR [-1000 : -950] AIR [0 : 0.2] [5 : 15]
LUNG [-950 : -320] LUNG [0.2 : 0.9] [5 : 15]
SW [-320 : 220] PE [0.9 : 1.2] [5 : 7]
CB2-30 [220 : 500] SW [0.9 : 1.2] [7 : 8.5]
CB2-50 [500 : 900] CB2-10 [0.9 : 1.2] [8.5 : 9]
SB3 [900 : 1500] B200 [0.9 : 1.2] [9 : 15]

CB2-30 [1.2 : 1.4] [5 : 15]
CB2-50 [1.4 : 1.6] [5 : 15]
SB3 [1.6 : 1.8] [5 : 15]
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8.3.3 Material extraction of 17 RMI tissue-equivalent materials

CT scans of phantom A taken at 100 and 140 kVp were processed by the Matlab

routine using the 16 cm solid water filtered spectra. The ρe and Z of the 17 RMI

tissue-equivalent materials were extracted and plotted in figure 8-3.5. As can be seen

in the figure, the extracted ρe for three high-Z materials are underestimated due to

beam hardening effects. From these points, a semi-empirical correction for beam

hardening effects in high-Z materials was derived. ρe for materials with Z > 10 were

corrected using the following equation: (ρe)cor = 1.6953ρe-0.7432.
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Figure 8-3.5: Calculated ρe versus actual ρe for 17 RMI tissues. Beam hardening in
three high-Z materials causes underestimation of calculated ρe. Correction for beam
hardening is derived from the dashed line fit.

The results with the correction for beam hardening are presented in figure 8-3.6

where the extracted ρe and Z versus the known ρe and Z are plotted. Figure 8-

3.6 shows good agreement between the extracted ρe and Z values and the known

values. The mean error of the extraction of ρe and Z is (1.8±1.6)% and (2.8±2.6)%,

respectively. The largest error (12% in Z) was obtained for the CB3 resin material.

We suspect, however, that the insert might have changed its composition in time.
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atomic numbers Z (b) of materials included in the RMI electron density CT phantom.
The ratios of calculated to known ρe and Z are shown in (c) and (d).

The results from figure 8-3.6 are encouraging and therefore the dual-energy CT-based

material extraction was used for tissue assignment for MC dose calculations. The

mean HU of each material used in this study are listed in table 8-3.3.

8.3.4 Dose calculations for 250 kVp photon and 18MeV electron beams

CT images of phantom B were taken at 100 kVp and 140 kVp (figure 8-3.7a) and

processed by a Matlab routine which resulted in ρe and Z-maps of 256×256 voxels

(figure 8-3.7b and 8-3.7c). Note that the faint streaking artifacts between the two

high density inserts in the CT image (lightest color CB2 - 50% CaCO3 and SB3) are
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Table 8-3.3: The mean HU and standard deviations (σ) of 17 RMI materials scanned
at 100 kVp and 140 kVp and 400mAs.

100 kVp 140 kVp
# MATERIAL mean HU σ mean HU σ
1 LUNG (LN300) -703 23 -704 28
2 LUNG (LN450) -582 11 -580 12
3 AP6 ADIPOSE -94 12 -82 12
4 POLYETHYLENE (PE) -90 10 -71 11
5 BR12 BREAST -41 11 -37 10
6 SOLID WATER (SW) 0 10 -5 9
7 LV1 RMI 90 11 85 11
8 CB3 RESIN 3 9 7 11
9 SR2 BRAIN 14 12 25 12

10 IB3 INNER BONE 267 11 204 11
11 B200 BONE MINERAL 267 12 205 11
12 CB4 93 10 107 11
13 CB2 - 10% CaCO3 168 10 150 11
14 ACRYLIC (LUCITE) 122 11 133 10
15 CB2 - 30% CaCO3 496 11 406 11
16 CB2 - 50% CaCO3 924 13 738 12
17 SB3 BONE CORTICAL 1399 17 1110 15

still present in the Z-map but they vanished in the ρe-map. Also note the grainy

character of the Z-map, mainly in the two lung tissue-equivalent cylinders (darkest

color). This is explained by volume averaging artifacts of the porous lung inserts

[12].

MC dose calculations for a 250 kVp photon beam and an 18MeV electron beam

were performed in phantom B. The two material segmentations using the single-

energy CT and dual-energy CT approach were done on the basis of table 8-3.2a

and b, respectively. The exact geometry, the single-energy CT and dual-energy CT

geometry results are summarized in figure 8-3.8a-c. Three inserts (polyethylene,
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Figure 8-3.7: 140 kVp CT image (a), ρe-map (b) and Z-map (c) for phantom B.

CB2-10% CaCO3 and B200) could not be assigned correctly on the basis of the

(HU; ρe) calibration curve. On the other hand, the material assignment using the

additional information on Z of each voxel is more accurate, leaving only a few voxels

incorrectly assigned, mostly due to volume averaging artifacts at the edges of the

inserts.
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Figure 8-3.8: Material segmentation for electron and orthovoltage photon beam dose
calculations: the exact geometry (a), the single-energy CT material segmentation
(b) and the dual-energy CT material segmentation (c).

The exact dose distributions, with the known materials and densities assigned

to the cylinders, are presented in figure 8-3.9a and 8-3.9d. The dose calculation

errors for the 250 kVp photon beam are presented in figure 8-3.9b and 8-3.9c. In the

single-energy CT geometry, the incorrectly assigned B200 insert has dose calculation
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errors as large as +17% which is explained by the large difference in the mass energy

absorption coefficients µen/ρ of B200 and solid water. The dose calculation errors in

the polyethylene and CB2-10% CaCO3 inserts caused by incorrect assignments are

-4% and +3%, respectively. The dual-energy CT material extraction results in dose

calculation errors below 1% in all cylinders, except for some voxels at the edge of the

cylinders.
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Figure 8-3.9: Dose distributions in the exact geometry for a single 250 kVp photon
beam (a) and for a single 18MeV electron beam (d). The dose calculation errors in
the single-energy CT geometry (b,e) and the dual-energy CT geometry (c,f) for a
single 250 kVp photon beam and a single 18MeV electron beam, respectively. Dose
differences are defined as (Dex - Dsingle or dual)/Dex.

For the 18MeV dose calculations, the dose differences from the exact geometry

are shown in figure 8-3.9e and 8-3.9f. The incorrectly assigned polyethylene insert
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shows errors up to 6%. This corresponds to the difference in the mass collision

stopping power (S/ρ)col between polyethylene and solid water.

A small change in the mass density of the medium with which electrons interact

causes a small change in the electron range. This might result in relatively large

dose calculation errors in the high dose gradient area in the proximity of the electron

range. A small underestimation of the density of solid water in both single and

dual-energy CT geometries is reflected by the blue areas that are more pronounced

and accounting for -5% dose calculation errors in the single-energy CT geometry.

Moreover, the incorrect assignment of the polyethylene insert also causes different

attenuation within the insert itself resulting in a larger range of the electrons in the

single-energy CT geometry. The effect causes dose calculation errors downstream of

the polyethylene insert which is also represented by the blue area.

8.3.5 Dose calculations for 18MV and 6MV photon beams

The exact material segmentation, the single-energy CT and dual-energy CT

material segmentation for phantom C are shown in figure 8-3.10a-c. Similarly to the

MV photon beam phantom, three cylinders could not be assigned correctly using the

single-energy CT approach. The dual-energy CT material assignment reproduces

the exact geometry well.

Dose calculations were performed for two parallel-opposed 18MV photon beams.

The exact dose distribution is presented in figure 8-3.11a. The dose differences

from the exact geometry for the single-energy CT material segmentation and the

dual-energy CT material segmentation are shown in figure 8-3.11b and 8-3.11c,

respectively. As can be seen, there is up to 3% dose difference in the mis-assigned
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Figure 8-3.10: Material segmentation for MV photon beam dose calculations: the
exact geometry (a), the single-energy CT material segmentation (b) and the dual-
energy CT material segmentation (c).

polyethylene cylinder. This is due to the fact that (µen/ρ) of polyethylene is 3%

higher than that of solid water. Similar results were obtained for a two parallel-

opposed 6MV photon beam arrangement (results not shown). The dose calculation

errors in the dual-energy CT geometry are below 1% in all inserts with the exception

of a few incorrectly assigned voxels in the polyethylene cylinder which are due to up

to 10% errors in Z extraction of some voxels.
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Figure 8-3.11: Dose distributions in the exact geometry for two parallel-opposed
18MV beams (a). The dose calculation errors in the single-energy CT geometry (b)
and the dual-energy CT geometry (c).
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8.4 Discussion

Dual-energy material segmentation for human tissues

The importance of material assignment for MC dose calculations was demon-

strated on a set of tissue-equivalent materials. However, the RMI tissue-equivalent

materials mimicking human tissues well in CT imaging do not necessarily have the

dosimetric properties of human tissues in megavoltage photon beams or electron

beams. A theoretical evaluation of the importance of material assignment for hu-

man tissues is demonstrated here. Since the largest dose calculation errors due to

mis-assignment of media were observed for a 250 kVp photon beam, the emphasis of

this study is put on kilovoltage photon beams.

Mass energy absorption coefficients for 34 ICRU-44 [20] tissues (table 8-4.4)

were calculated for a 250 kVp photon beam with the EGSnrc/G user code [1] and

plotted as a function of Z and ρe (figure 8-4.12). Then an assumption about the

ability of the material segmentation algorithm to distinguish two similar tissues in

Z and ρe-maps was made. Following the experimental results, we assumed that two

materials can be well differentiated when they differ by 0.05 and 0.5 in ρe and Z,

respectively.

Figure 8-4.12a refers to the single-energy segmentation procedure and demon-

strates that under such circumstances, the difference in (µen/ρ) between sacrum and

femur is 4.2% indicating that dose calculation errors arising from inaccurate tissue

segmentation can be as high as 4.2% between sacrum and femur. However, these

two tissue types have significantly different Z and therefore can be distinguished

in the Z-map employed in the dual-energy segmentation (see figure 8-4.12b). The
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Table 8-4.4: ρ, ρe and Z of 34 ICRU-44 tissues used for analysis of dose calculation
errors due to mis-assignment of media.

medium ρ ρe Z medium ρ ρe Z
g/cm3 g/cm3

adipose 0.950 0.951 6.670 skeleton-cartilage 1.100 1.083 8.329
blood 1.060 1.050 7.825 skeleton-cortical bone 1.920 1.781 13.978
brain 1.040 1.035 7.878 skeleton-cranium 1.610 1.517 13.129
breast 1.020 1.014 7.271 skeleton-femur 1.330 1.278 12.087
cell nucleus 1.000 0.994 8.167 skeleton-humerus 1.460 1.389 12.612
eye lens 1.070 1.055 7.541 skeleton-mandible 1.680 1.577 13.332
GI tract 1.030 1.024 7.710 skeleton-red marrow 1.030 1.023 7.266
heart 1.060 1.051 7.806 skeleton-ribs (2,6) 1.410 1.347 12.224
kidney 1.050 1.041 7.840 skeleton-ribs (10) 1.520 1.441 12.760
liver 1.060 1.050 7.866 skeleton-sacrum 1.290 1.244 11.407
lung (defl.) 1.050 1.041 7.879 skeleton-spongiosa 1.180 1.150 10.678
lung (infl.) 0.260 0.258 7.879 skeleton-vert. column(C4) 1.420 1.356 12.271
lymph 1.030 1.026 7.837 skeleton-vert. column(D6, L3) 1.330 1.278 11.742
muscle 1.050 1.040 7.848 skeleton-yellow marrow 0.980 0.982 6.559
ovary 1.050 1.043 7.843 spleen 1.060 1.051 7.872
pancreas 1.040 1.034 7.699 testis 1.040 1.034 7.816
skin 1.090 1.078 7.627 thyroid 1.050 1.041 7.710

maximum difference in (µen/ρ) in the Z plot between two materials that cannot be

separated by their differences in ρe nor in Z is 1.8% between brain and eye lens

tissue. This will directly translate into dose calculation errors for the 250 kVp beam

and is therefore a limitation of the dual-energy approach to material segmentation.

(µen/ρ) calculations for an 18MV beam showed only a small improvement in

(µen/ρ) differences of indistinguishable tissues when the dual-energy CT material

segmentation was used, accounting for a 0.3% improvement. This indicates a small

benefit of the dual-energy material segmentation for patient MC dose calculations

with high energy photon beams.

Stopping power ratios material-to-air were calculated for an 18MeV electron

beam using the EGSnrc/SPRRZnrc code [21]. A small improvement in stopping
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Figure 8-4.12: Mass energy absorption coefficient µen/ρ versus ρe (a) and Z (b) for
34 ICRU tissues and a 250 kVp photon beam. Brain (H), eye lens (I), femur (N)
and sacrum (J) tissue points are emphasized.

power ratios of indistinguishable tissues was found indicating a small improvement

in dose calculation accuracy when the dual-energy tissue segmentation is used. How-

ever, an incorrect media assignment for electron beam dose calculations can lead to

shifts in electron ranges and can consequently result in high dose calculation errors

in dose gradient regions.

This study shows that dual-energy material assignment for human tissues is of

importance mainly for kilovoltage photon beams. The dose calculation errors for

treatments using external kilovoltage photon beams can be reduced from up to 4.2%

to less than 1.8%. Similar MC dose calculation improvement can be achieved for

assessment of dose from x-ray imaging procedures, including CT scanning and cone

beam CT for image-guided radiotherapy. The study could also have implications for

dose calculations for isotopes used in low dose rate and high dose rate brachytherapy.
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Another interesting application of dual-energy scanning, which needs further in-

vestigation, might be the use for automatic segmentation and delineation of anatom-

ical structures.

Practical implementation of dual-energy CT imaging

Dual-energy CT-based material extraction could have limited clinical applica-

tions because of the complication of patient movement between the two CT scans

which could cause the two different kVp images to mis-align. However, Kalender et

al. [22] developed a CT scanner with a prototype apparatus for rapid kVp switch-

ing. By this means, patient movement artifacts are significantly reduced because

the two kVp images are acquired simultaneously. Another way to acquire images

at two different voltages with minimal patient movement artifacts is using a dual

source CT system [23, 24]. The CT system consists of two x-ray tubes arranged at

90◦ and offers an increased temporal resolution and submillimeter spatial resolution.

The voltages in the x-ray tubes can be set to significantly different values and the

two resulting images can be used for dual-energy material analysis. However, since

the system is relatively new, more research on image artifacts, e.g. scatter, is needed

[25].

Another issue in CT imaging, especially when dealing with extraction of mate-

rial properties using dual-energy CT images, is noise (Kelcz et al.). A compromise

between the dose delivered to patients during CT scanning and the image quality

has to be found. Johnson et al. [26] used dual-energy CT images (acquired on a

SOMATOM Definition Dual Source CT, Siemens, Germany) and a three-material

decomposition method for differentiation of iodine contrast material in various parts
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of the human body. The dose delivered to patients in the study was well below the

reference maximal dose values which resulted in increased image noise. Therefore,

the noise had to be reduced by applying averaging across groups of voxels. This

noise reduction technique that worked well in the paper by Johnson et al. could also

be used for our material extraction algorithm.

Spectral measurements are not a trivial task for a CT x-ray tube. The spec-

tra for dual-energy CT-based material extraction can also be calculated by freely

available software, such as the TASMIP code [27]. The appropriate x-ray tube volt-

age, the anode angle, the x-ray tube inherent and added filtration as specified by

the manufacturer have to be input in the program. Half value layer (HVL) mea-

surements done during the CT scanner quality assurance can be compared to HVLs

calculated from the TASMIP spectra. A more accurate total filtration can be found

by matching the HVL values.

8.5 Conclusions

Dual-energy CT material extraction based on parameterization of the linear

attenuation coefficient using 100 kVp and 140 kVp CT images and corresponding

x-ray spectra was presented. The material extraction was carried out for 17 tissue-

equivalent materials with a wide range of relative electron densities ρe and effective

atomic numbers Z. The mean errors on the extraction of ρe and Z are 1.8% and

2.8%, respectively. The results were encouraging and therefore the dual-energy CT

material extraction was used for an improved (HU; ρ, Z) tissue segmentation for

Monte Carlo dose calculations.
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Dose calculations were performed for 250 kVp, 6MV and 18MV photon beams

and an 18MeV electron beam using a solid water phantom with tissue-equivalent

inserts in the EGSnrc/DOSXYZnrc code. A single CT image and a calibration curve

were used for the conventional (HU; ρ) single-energy CT material segmentation. The

novel (HU; ρ, Z) dual-energy CT material extraction was done on the basis of the

extracted Z and ρe-maps of the phantom.

It was shown that some of the tissue-equivalent inserts could not be differentiated

from the surrounding solid water due to their low contrast in the CT image when

using the conventional material segmentation. This resulted in dose calculation errors

that were particularly large for the 250 kVp beam, accounting for up to 17% in the

mis-assigned soft bone tissue-equivalent cylinder. The dose calculation errors in the

18 MeV electron beam and the 18MV photon beam were 6% and 3% in the mis-

assigned polyethylene insert. All inserts were assigned correctly when the dual-energy

material extraction was done due to the large contrast in the Z-map. As a result,

the dose was calculated accurately within 1% when the dual-energy CT material

assignment was used.

A theoretical study on the difference of mass energy absorption coefficients and

stopping powers of human tissues for the 250 kVp and 18MV photon beams and

18MeV electron beam showed that the dual-energy material segmentation is mainly

required for kilovoltage photon beams where the dose calculation error due to mis-

assignment of media can be reduced from 4.2% to less than 1.8%. The dual-energy
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material assignment should be preferred over the conventional single-energy CT ma-

terial assignment to decrease dose calculation errors when calculating the dose deliv-

ered during kilovoltage radiotherapy, brachytherapy and x-ray imaging procedures

such as in CT imaging and cone beam image-guided radiotherapy.

This chapter showed that dual-energy CT material extraction based on parame-

terization of the linear attenuation coefficient using images acquired on a clinical CT

scanner is feasible. Hard x-ray beams have to be used for scanning. Effective atomic

numbers (Z) and relative electron densities (ρe) for a set of tissue-equivalent materi-

als following the Z and ρe ranges of human tissues were extracted with a reasonable

accuracy. Therefore, DECT and the novel material segmentation were applied to

images of a tissue-equivalent phantom. It was demonstrated that MC dose cal-

culations are significantly improved for kilovoltage photon beams and megavoltage

electron beams due to a more accurate tissue segmentation. Soft bone-tissue equiva-

lent materials exhibited large dose calculation errors due to material mis-assignment.

For megavoltage photon beams, MC dose was calculated relatively accurately, with

dose calculation errors less than 3%, using the conventional tissue segmentation with

single-energy CT images.

The chapter concluded with a theoretical study showing the improvement of the

DECT material segmentation for human tissues. MC dose calculations are expected

to be more accurate for human tissues in kilovoltage photon beams if the novel tissue

segmentation is applied. Brachytherapy dose calculations with radiation sources in
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the kV energy range might therefore also be affected by incorrect tissue segmentation.

Practical issues of DECT in a clinical setting were briefly discussed and together with

brachytherapy dose calculations are the subject of the next chapter.
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CHAPTER 9
Practical aspects of dual-energy CT

9.1 Introduction

As demonstrated in chapters 7 and 8, dual-energy CT-based material extraction

(DECT) makes tissue segmentation more accurate and significantly improves Monte

Carlo (MC) dose calculations for orthovoltage photon beams. For a 250 kVp photon

beam using the conventional material segmentation technique, large dose calculation

errors, up to 17% for a soft bone tissue-equivalent material were reported.

Orthovoltage beams are produced by x-ray tubes using potentials between 200

and 300 kVp. The mean energy of such beams is approximately 100 keV meaning

that the photoelectric effect, strongly dependent on the effective atomic number (Z),

is significant compared to megavoltage (MV) photon beams. Therefore, orthovoltage

photon beam dose calculations require a more careful tissue segmentation than MV

photon beams. Dose miscalculations due to tissue mis-assignment are expected to

be even more pronounced for low dose rate (LDR) brachytherapy where the mean

energy of photons is in tens of keV.

In this chapter, DECT is applied to images of a phantom with brachytherapy

seeds and MC dose calculations with 125I are performed. Later on and for the first

time in the thesis, DECT is tested in vivo. The feasibility of DECT for real tissues

is investigated in a canine subject. Then a patient study is presented that raised the

issues of patient motion and image noise propagation in DECT. MC dose calculations
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for the LDR brachytherapy prostate patient using DECT mass density assignment

are performed.

Patient motion between the two consecutive DECT scans can compromise the

accuracy of DECT material segmentation. Ideally for DECT, dual-source CT scan-

ners [1, 2] or x-ray tubes with rapid kV switching [3] should be used. Most clinics

currently use single-source CT scanners with x-ray tubes without the option for

rapid kV switching. In the last section of the chapter, a new scanning method for

patient motion reduction for DECT using a single tube voltage and a rotating filter

is proposed. As a first step, MC simulations of a stationary setup are presented.

9.2 Materials and methods

9.2.1 Material extraction of an RMI phantom

A single-slice ACQSim CT scanner (Philips, Eindhoven, The Netherlands) was

used for DECT for the first time in the thesis and therefore DECT material extrac-

tion was tested with 17 tissue equivalent materials (table 8-2.1) in an RMI solid

water phantom (figure 8-2.3) using 100 and 140 kVp scans. DECT material extrac-

tion based on a parameterization of the linear attenuation coefficient was applied

to the two CT scans using an in-house Matlab (The Mathworks, Natick, MA) rou-

tine presented in section 8.2.2. The spectra needed for the material extraction were

calculated analytically using the TASMIP code [4] according to manufacturer’s spec-

ification of the CT x-ray tube. Beam hardening in the 32 cm diameter phantom and

in high density materials was taken into account (see section 8.2.2).

Subsequently, the mass density maps of the phantom were produced using two

approaches: the conventional approach with a calibration curve (ρsingle) and the
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DECT approach (ρdual). The calibration curve was created on the basis of the mea-

sured 100 kVp CT numbers and the known ρ of the RMI inserts. The DECT ρdual-

map was produced from the DECT ρe-map and a linear relationship between ρe and

ρ obtained from table 8-2.1.

9.2.2 Material extraction of a canine subject

The pelvis of an anesthetized canine subject was scanned at 100 and 140 kVp on

the ACQSim CT using 300mAs. ρe and Z-maps were extracted from the CT images

by the procedure previously described and used on the phantom. ρ-maps were then

produced by the conventional single-energy CT approach (ρsingle) using a calibration

curve and the DECT approach (ρdual).

9.2.3 Reduction of streaking artifacts caused by brachytherapy seeds and
their effect on Monte Carlo dose calculations: a phantom study

An ultrasound prostate phantom (CIRS, Norfolk, VI, figure 9-2.1) with 45

dummy brachytherapy seeds was scanned in the ACQSim CT scanner at 100 and

140 kVp with 400mAs. For DECT, the images were resampled from (0.5×0.5×3)mm3

to (1.0×1.0×3)mm3. ρsingle and ρdual-maps of the entire phantom were derived.

Both sets of images suffer from metal streaking artifacts caused by the presence

of the seeds. As noticed in chapter 8, streaking artifacts between two high-Z tissue-

equivalent materials were reduced in the ρdual-map. The effect of DECT on metal

streaking artifacts caused by brachytherapy seeds was examined in this study.

Brachytherapy Monte Carlo dose calculations for the implanted phantom were

performed using the MCNPX code [5], version 2.5.0. The dummy seeds were consid-

ered as the 6711 model 125I seeds and their positions were determined on the basis of

the 140 kVp CT images. The 45 iodine seeds were modeled using a phase-space file
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Figure 9-2.1: Ultrasound phantom with brachytherapy seeds.

scored on a sphere around the seeds, as described in the paper by Furstoss et al. [6].

In all MC simulations, the interseed attenuation effect was therefore included.

Both ρsingle and ρdual-maps were discretized, as required by the MCNPX code,

to the bin size of 0.1 g/cm3. A human tissue-like segmentation scheme was used

for material assignment, as listed in table 9-2.1. The phantom was segmented into

air and soft tissue and adipose tissue of different mass densities. By this means,

the effects of tissue mis-assignment due to streaking artifacts for permanent implant

brachytherapy patients was studied.

Table 9-2.1: ρ-ranges for material segmentation for phantom MC dose calculations.

ρ-range [g/cm3] assigned as ρ [g/cm3] material
<0.65 0.001 air

[0.65 : 0.75] 0.7 adipose
[0.75 : 0.85] 0.8 adipose
[0.85 : 0.95] 0.9 soft tissue
[0.95 : 1.05] 1.0 soft tissue
[1.05 : 1.15] 1.1 soft tissue

>1.15 1.2 PMMA
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9.2.4 Reduction of streaking artifacts caused by brachytherapy seeds and
their effect on Monte Carlo dose calculations: a patient study

CT images of four prostate patient with permanent 125I brachytherapy seeds were

acquired at 90 and 140 kVp on a Brilliance Big Bore scanner (Philips, Eindhoven,

The Netherlands). Since the two scans were not taken simultaneously, minor patient

motion occurred for three out of the four patients. Therefore, DECT could directly be

performed on one prostate patient. The DECT algorithm on the Brilliance scanner

was also tested with the RMI phantom.

Due to the noise in the patient scans, especially in the 90 kVp images, the CT im-

ages were resampled from 512×512 matrices with a voxel size of (0.35×0.35×2)mm3

to 128×128 matrices with a voxel size of (1.4×1.4×2)mm3. The DECT extraction

was applied to the 90 kVp and 140 kVp images which, after a ρe to ρ conversion, re-

sulted in dual-energy CT mass density maps of the patient, ρdual. The single-energy

CT density maps, ρsingle, were calculated on the basis of a calibration curve created

with the RMI phantom and the 90 kVp scan.

The dose distributions Dsingle and Ddual based on the seed locations and the

patient ρsingle and ρdual-maps, respectively, were calculated with the MCNPX code.

Similarly to the phantom dose calculations, the 6711 model was used for the patient

MC dose calculations. Absolute dose values were calculated using the actual air

kerma strength of the seeds on the day of implantation, as described in the paper

by Furstoss et al. [6]. Tissues were segmented on the basis of ρsingle and ρdual-ranges

listed in table 9-2.2.
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Table 9-2.2: ρ-ranges for tissue segmentation for prostate patient MC dose calcula-
tions.

ρ-range [g/cm3] assigned as ρ [g/cm3] tissue type
<0.65 0.001 air

[0.65 : 0.75] 0.7 adipose
[0.75 : 0.85] 0.8 adipose
[0.85 : 0.95] 0.9 soft tissue
[0.95 : 1.05] 1.0 soft tissue
[1.05 : 1.15] 1.1 soft tissue
[1.15 : 1.25] 1.2 soft bone
[1.25 : 1.35] 1.3 soft bone
[1.35 : 1.45] 1.4 bone
[1.45 : 1.55] 1.5 bone
[1.55 : 1.65] 1.6 bone

>1.65 1.7 bone

9.2.5 A new scanning technique with a moving filter: a MC simulation
study

Due to the problems of patient motion in the previous study, a new scanning

setup for patient motion reduction in DECT is proposed. Our scanning technique is

based on keeping the x-ray tube voltage at a certain value (e.g. 140 kV) and a fast

insertion and retraction of a filter below the tube as the tube rotates in the gantry.

This way, a soft spectrum (without the filter or unfiltered) and a hard spectrum

(with the filter) are produced. Depending on the filter material and thickness, the

differences in the number of photons reaching the detector ring from the two different

spectra will enable to distinguish the signals from the soft and the hard spectra. If

an optimum frequency of the filter motion is found, two good quality CT images can

possibly be reconstructed at a single tube rotation.
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Copper was chosen as the filter material and an optimum filter thickness was

investigated. Simulations of the ACQSim CT geometry are performed in BEAM [7]

and a modified version of the DOSXYZnrc [8] code. For more details about the

geometry of the MC simulations, see section 7.2.2.

First, an optimum filter thickness was determined using the SRS-78 analytic

program that generate x-ray spectra [9]. A compromise between the mean energy

difference of the two spectra and the output of the hard spectrum was found. Then

the x-ray beams were modeled by MC and the resulting phase-space files were used for

the full CT geometry simulation. CT images of two 13 cm diameter cylindrical solid

water phantoms with 10 RMI inserts (phantoms A and B from figure 7-2.2c) were

simulated with the filtered and unfiltered x-ray beams. DECT material extraction

was applied to the simulated CT images using the MC simulated x-ray spectra.

9.3 Results

9.3.1 Material extraction of an RMI phantom

The results of the ρe and Z extraction using the mean value of a region of interest

of 17 RMI materials scanned in the ACQSim CT are shown in figure 9-3.2. A good

agreement between the calculated and actual ρe and Z was found with the mean

error on the ρe and Z extraction being 1.8% and 3.2%.

The differences in ρ-assignment using the conventional single-energy CT ap-

proach and the DECT approach were evaluated. The single-energy CT ρ-map (ρsingle)

was calculated on a pixel-by-pixel basis using a calibration curve. ρe and Z values

of the RMI phantom were also extracted on a pixel-by-pixel basis and the ρe-map
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Figure 9-3.2: Calculated ρe calc and Zcalc versus the actual ρe and Z of 17 RMI
materials (a, b).

was converted to a ρ-map using the following relationship: ρdual=1.079ρe-0.050. Fig-

ure 9-3.3 presents the exact ρ-map (ρ) and the ratios of the exact ρ-map to ρsingle

and ρdual.

The ratios ρsingle/ρ and ρdual/ρ indicate that the ρ for soft bone tissue equivalent

materials IB3 and B200 is overestimated using the single-energy approach by 10%

and 8%, respectively. The ρ of the polyethylene cylinder is underestimated by 6%.

The ρ-assignment accuracy with the DECT method is within 2% with the exception

of the low density adipose cylinder where the ρ is overestimated by 4%. The high

ρ-assignment errors in IB3 and B200 can be a source of material mis-assignment and

MC dose miscalculations, as described in section 8.3.2.

The good results of DECT material extraction on the ACQSim CT were en-

couraging and therefore, dual-energy material extraction was applied to CT images

of a canine subject.
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a)

0.5 1 1.5

c)

0.8 1 1.2

b)

0.8 1 1.2

Figure 9-3.3: The exact ρ-map (ρ) of the RMI phantom (a) and the ratios ρsingle/ρ
(b) and ρdual/ρ (c).

9.3.2 Material extraction of a canine subject

CT images of a canine subject were acquired in two subsequent helical scans.

Even though the canine was anesthetized, certain object motion occurred between the

two subsequent scans, mostly in the intestines. As a result, the material extraction

suffers from motion artifacts caused by mis-registration of the 100 and 140 kVp scans.

The results from the canine study are summarized in figure 9-3.4.

a)

0.6 1.2 1.8

b)

0.6 1.2 1.8

d)

4 9 14

c)

0.8 1 1.2

a)

0.6 1.2 1.8

b)

0.6 1.2 1.8

d)

4 9 14

Figure 9-3.4: The ρ-map using the single-energy CT approach (a) and the DECT
approach (b) and the ratio ρdual/ρsingle for the same slice (c). The extracted Z-map
(d).
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The DECT assigned ρdual-map (figure 9-3.4b) is noisier than the ρsingle-map

(figure 9-3.4a) which is partially due to the noise in the original CT images and

partially due to the subject motion between the two scans. Disregarding the motion

artifacts in the legs and in the intestines, the ratio of the two maps indicates a density

overestimation of inner bone (spongiosa) with the single-energy approach, which is

in agreement with the phantom study (figure 9-3.4c). The relatively noisy extracted

Z-map is shown in figure 9-3.4d where Z of spongiosa agrees with the published

ICRU-44 values [10].

9.3.3 Reduction of streaking artifacts caused by brachytherapy seeds and
their effect on Monte Carlo dose calculations: a phantom study

DECT was used for reduction of streaking artifacts caused by brachytherapy

seeds in a phantom. The results are summarized in figure 9-3.5. A 90 kVp image of

the phantom is presented in figure 9-3.5a with an indicated region of interest (ROI)

where the artifacts are the most pronounced. ρsingle-map created by the single-

energy CT approach is displayed in figure 9-3.5b and the DECT ρdual-map is shown

in figure 9-3.5c. A visual comparison of the artifact reduction makes it clear that the

streaking artifacts are significantly reduced when the DECT material extraction is

used. In the Z-map (figure 9-3.5d), however, the streaking artifacts are magnified.

Also note, that the ρdual-map is noisier than the ρsingle-map which is directly related

to the nature of the DECT material extraction.

Figure 9-3.5c demonstrates that in the presence of streaking artifacts, Z-maps

cannot be used for material segmentation. However, ρ-assignment can be done on the

basis of the ρdual-maps where reduction of seed artifacts is expected. Consequently, a
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B. Material extraction of a canine subject: The CT images of the canine were taken in a helical mode. Therefore, 
even though the canine was anesthetized, some movement occurred between the two subsequent scans, mostly in 
the intestines. Consequently, the material extraction suffers from motion artifacts caused by mis-registration of the 
two consecutive scans. The results from the canine study are summarized in Fig 4.  

Figure 4: The ρ-map using the single-energy CT approach (a) and the DECT approach (b) and the ratio ρdual/ρsingle for the same 
slice (c). The extracted Z-map (d). 

The DECT assigned ρdual-map (fig 4b) is noisier than the ρsingle-map (fig 4a) which is partially due to the noise in the 
original CT images and partially due to subject motion between the two scans. Disregarding the motion artifacts in 
the legs and in the intestines, the ratio of the two maps indicates a density overestimation of bone marrow with the 
single-energy approach, which is in agreement with the phantom study (fig 4c). The relatively noisy extracted Z-
map is shown in fig 4d where Z of bone marrow agrees with the published ICRU-44 values. 
C. Reduction of streaking artifacts caused by seeds in a prostate phantom: The results of artifact reduction by dual-
energy CT are summarized in fig 5. The US phantom is presented in fig 5a with an indicated ROI where the 
artifacts are the most pronounced. ρsingle-map created by the single-energy CT approach is displayed in fig 5b  The 
DECT ρdual-map is shown in fig 5c. A direct visual comparison of the artifact reduction can be made. It is clear that 
the streaking artifacts are significantly reduced when the DECT material extraction is used. In the Z-map, however, 
the streaking artifacts are magnified (fig 5d). 

 

 

 
Figure 5: 100 kVp CT image of the phantom with a marked ROI for DECT (a), the single-energy CT ρsingle-map (b) and the 
DECT ρdual-map (c). The extracted Z-map of the ROI (d). 

D. Material extraction of a prostate patient: The results from the patient study are shown fig 6. In fig 6a and 6b, the 
ρsingle-map and ρdual-map are displayed. Similarly to the prostate phantom study, the metal streaking artifacts due to 
the brachytherapy seeds are reduced in the ρdual-map. On the other hand, the ρdual-map contains more noise than the 
ρsingle-map. This is due to the low mAs setting for the 90 kVp scan which was the same as for the 140 kVp scan. 
However, the lower voltage of the x-ray tube causes a lower photon output which results in higher noise in the 90 
kVp images. Ideally, for the lower energy scan the mAs setting should be increased in order to obtain two sets of 
images with similar noise properties. 

Figure 6: The patient ρ-map using the single-energy CT approach (a) and the DECT approach (b) and the ratio ρdual/ρsingle for 
the same slice (c). The extracted Z-map (d). 

Figure 9-3.5: 100 kVp CT image of the phantom with a marked ROI for DECT (a),
the single-energy CT ρsingle-map (b) and the DECT ρdual-map (c). The extracted
Z-map of the ROI (d).

more accurate material segmentation based on ρ differences could be expected. With

reduced artifacts, prostate contouring by the physician is also expected to be easier.

The results of CT and DECT tissue segmentation of the prostate phantom with

brachytherapy seeds are presented in figure 9-3.6a and 9-3.6b, respectively. Due to

the streaking artifacts caused by the seeds, some of the soft tissue voxels are mis-

assigned to adipose tissue when single-energy CT is used. However, using DECT,

fewer voxels are incorrectly assigned, as illustrated in figure 9-3.6b.

Tissue assignment plays an important role for MC dose calculations with low

energy photons, as explained earlier. 125I MC dose distributions based on single-

energy CT and DECT, Dsingle and Ddual, are presented in figure 9-3.6c. The Dsingle

isodose lines agree with the Ddual isodose lines well with the exception of a number of

segments affected by the streaking artifacts. Figure 9-3.6d represents the Dsingle/Ddual

ratio calculated on a pixel-by-pixel basis. The ratio in the incorrectly assigned voxels

to adipose is 1.7, indicating that the dose calculation error in these voxels can be
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Figure 9-3.6: Material segmentation for MC dose calculations (a:0.6-adipose tissue
with 0.6 g/cm3, st-soft tissue) based on ρsingle (a) and ρdual-maps (b). Comparison of
Dsingle (solid line) and Ddual (dashed line) dose distributions (c) and the Dsingle/Ddual

ratio (d).

as high as 70%. This is in the agreement with the difference in the mass energy

absorption coefficient for adipose and soft tissue at 28 keV, the mean energy of 125I.
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The dosimetric relevance of DECT on MC dose calculations could not be studied

reliably, because the arrangement of the brachytherapy seeds in the prostate phan-

tom is not necessarily realistic. Therefore, DECT was also applied to CT images

of permanent implant prostate patients and the effect of DECT streaking artifact

reduction on dosimetric parameters was investigated.

9.3.4 Reduction of streaking artifacts caused by brachytherapy seeds and
their effect on Monte Carlo dose calculations: a patient study

The DECT material extraction results from the patient study are summarized in

figure 9-3.7. In figure 9-3.7a and 9-3.7b, the ρsingle-map and ρdual-map are displayed.

Similarly to the prostate phantom study, the metal streaking artifacts due to the

brachytherapy seeds are reduced in the ρdual-map. On the other hand, the ρdual-map

is noisier than the ρsingle-map. This is due to the low mAs setting for the 90 kVp scan

which was the same as for the 140 kVp scan. The lower voltage of the x-ray tube

causes a lower photon output which results in significantly higher noise in the 90 kVp

images (18HU) than in the 140 kVp images (10HU). Ideally, for the lower energy

scan the mAs setting should be increased in order to obtain two sets of images with

similar noise properties.

Figure 9-3.7c displays the ρdual/ρsingle ratio. The figure demonstrates that simi-

larly to the canine study, the density of spongiosa (or the inner bone) is overestimated

by more than 20% when the single-energy CT approach for density assignment is

used. The bone-tissue boundaries appear to be sharper in the ρdual-map. The mo-

tion of the intestines and the reduction of artifacts are also reflected in figure 9-3.7c.

The Z-map is shown in figure 9-3.7d. It is also greatly affected by the noise

in the 90 kVp image. In order to extract materials in patient DECT images with a
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Figure 9-3.7: The patient ρ-map using the single-energy CT approach (a) and the
DECT approach (b) and the ratio ρdual/ρsingle for the same slice (c). The extracted
Z-map (d).

high accuracy, a compromise between patient dose, or the mAs setting and the image

quality has to be found.

The ρsingle and ρdual-maps were converted into tissues according to the scheme

presented in table 9-2.2 and 125I MC dose calculations with MCNPX were performed.

The comparison of Dsingle and Ddual dose distributions for two CT slices is shown in

figure 9-3.8. Except for the 150% isodose line that encompasses a smaller volume for

Ddual, a good agreement between Dsingle and Ddual was found.

The two dose distributions calculated on the basis of single-energy CT and

DECT tissue segmentations were also compared by means of dosimetric parameters

D90, D50, V150 and V100 (table 9-3.3). The largest discrepancy between Dsingle and

Ddual is found for V150 where the difference between the two dose distributions is

3.8%, V150 being higher for Dsingle. For this particular patient, the differences between

Dsingle and Ddual are not significant, however, depending on the seed density and the

extent of the streaking artifacts, Dsingle might be affected by tissue mis-assignment.
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Figure 9-3.8: Comparison of dose distributions Dsingle (solid line) and Ddual (dashed
line) for two CT slices. 100% isodose line corresponds to 144Gy prescription dose.
The bold white line delineates the PTV.

Table 9-3.3: Dosimetric parameters and their differences ∆ calculated on the basis
of Dsingle and Ddual dose distributions.

Dsingle Ddual ∆(%) Dsingle Ddual ∆(%)
D90(%) 118.5 115.5 2.6 V150(%) 69.1 66.6 3.8
D50(%) 175.0 168.9 3.6 V100(%) 97.7 97.3 0.4

As demonstrated in the patient study, image noise and patient motion between

the two different kVp scans are an important issue in DECT material extraction. CT

image noise can be decreased by increasing the number of photons emitted from the

x-ray tube. However, higher mAs settings result in higher CT doses and should be

avoided. Another possible approach for noise reduction are various denoising tech-

niques. They can be applied directly on CT images [11–13] or using sinograms [14].
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A solution for patient motion suppression for DECT done on single-source CT

scanners is proposed in the next section.

9.3.5 A new scanning technique with a moving filter: a MC simulation
study

For the new scanning technique with a moving copper filter, the optimal thick-

ness of copper filtration was first determined using the SRS-78 analytical program.

The inherent x-ray tube filtration as given by the manufacturer is 1.5mm of alu-

minum. For the 140 kV tube voltage, this results in a beam with 61.2 keV mean

photon energy. An additional 2mm copper filter hardens the beam to 93.0 keV mean

photon energy with a nine fold lower output. The 22 keV separation in mean ener-

gies is considered to be sufficient for DECT material extraction and the significantly

lower output allows to differentiate the signal of the two spectra in the scanner raw

data.

The results of chapter 7 suggest that hard beams should be used for DECT

material extraction. Note that significant beam hardening occurred only for the low

energy beam where the mean energy of an unfiltered 100 kVp beam is approxima-

tively 50 keV. An additional 10mm Al filter shifts the mean energy of 100 kVp beam

to 60 keV, the same mean energy as for the suggested unfiltered 140 kVp beam. Such

a beam was already proven to suppress beam hardening effects in DECT and is

expected to be suitable for the new scanning technique.

Both 140 kVp x-ray beams were simulated in the BEAM code and used to sim-

ulate CT images of the two small phantoms with 10 RMI inserts using a modified

version of the EGSnrc/DOSXYZnrc code. DECT extraction was applied to the MC

simulated images and the results are presented in figure 9-3.9. The soft spectrum
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CT image (without the copper filter) is shown in figure 9-3.9a and the extracted ρe

and Z are plotted in figure 9-3.9b and figure 9-3.9c, respectively. The mean error of

the extraction is 1.8% in ρe and 3.6% in Z.
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Figure 9-3.9: MC simulated CT image of a phantom with 5 RMI inserts (a), the
calculated ρe calc and Zcalc versus the actual ρe and Z (b and c).

By means of MC simulations, it was verified that a 2mm copper filter is sufficient

for DECT material extraction with a 140 kVp beam. It can be therefore concluded

that the unfiltered 140 kVp is relatively hard and does not cause significant beam

hardening effects in DECT material extraction.

9.4 Conclusions

It has been demonstrated that dual-energy CT-based material extraction can be

used for a more accurate density assignment for Monte Carlo dose calculations com-

pared to the conventional technique with single-energy CT images and a calibration
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curve. It has been shown that the DECT method works well with animal and hu-

man tissues. It has also been demonstrated that dual-energy CT significantly reduces

streaking artifacts caused by permanent brachytherapy implants in both phantoms

and patients.

Phantom and patient Monte Carlo dose calculations with 125I brachytherapy

seeds were performed using single-energy CT and dual-energy CT density assign-

ments. Due to the presence of streaking artifacts caused by the seeds and consequent

mis-assignment of soft tissue to adipose, local dose calculation errors up to 70% were

reported. However, the fraction of voxel affected by mis-assignment is relatively low

and therefore the isodose lines and most of the dosimetric parameters are not signif-

icantly affected by the streaking artifacts. This conclusion, however, depends on the

extent of streaking artifacts, i.e. the number and the arrangement of the seeds.

With the current standard scanning techniques using single-source CT scanners,

patient motion is an important issue for DECT material extraction which was demon-

strated in the canine and the patient study. We propose a new scanning method with

a single tube voltage and a rotating copper filter. With MC simulations, we have

shown that the use of a 2mm copper filter is feasible for DECT material extraction.
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CHAPTER 10
Conclusions

10.1 Summary

Radiation therapy planning using Monte Carlo (MC) dose calculations was inves-

tigated thoroughly in this thesis. More specifically, the conversion step from patient

computed tomography (CT) images into MC geometries was studied extensively and

inaccuracies of the conventional conversion scheme were reported.

In chapter 4, the effect of metal streaking artifacts on MC dose calculations

was studied. It was found out that in order to calculate MC dose accurately, CT

images of patients with hip prostheses or other metallic implants have to be corrected

before they are converted into MC geometry files. A MC simulation study showed

that scattered photons are a major cause of metal streaking artifacts.

Chapter 5 further developed the topic from chapter 4 by investigation of the

magnitude of streaking artifacts caused by real hip prostheses. As a result of this

study, patients with bilateral prostheses made of Co-Cr-Mo alloy are expected to

show the most severe artifacts and MC dose miscalculations.

A MC model of a CT x-ray tube was presented in chapter 6. The model was

validated with the standard half-value layer measurements and with more challenging

spectral measurements using a Compton scatter setup. This model of the x-ray tube

can further be used for an accurate assessment of patient dose in CT, for scatter and

possibly beam hardening corrections in CT and most importantly for dual-energy
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CT-based (DECT) material extraction, the topic of the next three chapters of the

thesis.

DECT material extraction for improved tissue segmentation in MC dose cal-

culations was first mentioned in chapter 7. A feasibility study for DECT done on

a commercial CT scanner was presented by means of MC simulations. It was con-

cluded that in order to minimize beam hardening effects in DECT, especially the

lower energy x-ray beam has to be filtered to shift the mean energy of the beam

toward higher energies.

Chapter 8 applied the conclusions from the previous chapter in practice. DECT

was applied to CT images of a phantom acquired on a single-slice single-source CT

scanner. The extracted material properties were used in the novel DECT tissue

segmentation scheme resulting in more accurate dose calculations, especially for soft

bone tissue-equivalent materials. Expected improvements in MC dose calculations

for human tissues were discussed. This novel tissue segmentation technique can play

a very important role in dose calculations for the expanding field of proton/hadron

therapy.

Reduction of metal streaking artifacts caused by brachytherapy seeds and DECT

material extraction in vivo were presented in chapter 9. A phantom study showed

that streaking artifacts due to seed implants can be reduced, however, isodose lines

were not significantly affected by these artifacts. A patient study revealed the issues

of image noise and patient motion during DECT scanning. A novel method for

patient motion suppression in DECT on a single-source CT scanner was proposed

and investigated by means of MC simulations.

206



10.2 Future work

This thesis answered many questions regarding the conversion of CT images into

MC geometry files. At the same time, however, the research provokes new questions

related to CT imaging and Monte Carlo dose calculations. These questions should

be the topic of future research.

The conclusions drawn about scatter in the metal artifact study could result

in a new artifact reduction algorithm. If scatter is the main contributor to metal

artifacts, its removal from sinograms would lead to artifact suppression. For this

purpose, the magnitude of scatter and possibly its spatial distribution have to be

determined. MC simulations would be the tool of choice.

Future work in DECT should start with employing various noise reduction tech-

niques. Decreasing the noise levels in DECT images will allow for a more accurate

material assignment for patient MC dose calculations. Ideally, an automated tissue

segmentation technique based on DECT material extraction would be implemented.

Streaking artifact reduction using DECT looks very promising. It should be

studied in more detail and the explanation of the results should be found. Tak-

ing into account sharper edges in DECT density maps, the possibility of counting

brachytherapy seeds when they are clustered should be explored. DECT for metal

artifact reduction could also be implemented on metallic objects larger than seed

implants.

The canine and patient DECT studies showed that subject motion during the

two consecutive scans can severely affect the accuracy of material extraction. In the

thesis, a novel DECT scanning technique with a moving copper filter was proposed.
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The ideal filter motion frequency to ensure an adequate image quality should be

found. A device that holds the 2mm copper filter enabling fast filter motion could

then be carefully mounted on a commercial CT scanner. As a result, it will be

possible to apply DECT in routine clinical practice.

208



List of Abbreviations

2D: Two-dimensional

3D: Three-dimensional

CBCT: Cone beam computed tomography

CH: Condensed history

CPU: Central processor unit

CT: Computed tomography

CTDI: Computed tomography dose index

CTV: Clinical target volume

DBS: Directional Bremsstrahlung splitting

DECT: Dual-energy computed tomography

DICOM: Digital Imaging and Communications in Medicine

DVH: Dose volume histogram

EGS: Electron-Gamma-Shower

FBP: Filtered back-projection

FOV: Field of view

GTV: Gross target volume

HP-Ge: High-purity germanium

HU: Hounsfield unit

HVL: Half value layer
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ICRU: International Commission on Radiation Units and Measurements

IEC: International Electrotechnical Commission

IMRT: Intensity modulated radiotherapy

kV: Kilovoltage

LDR: Low dose rate

Linac: Linear accelerator

MAR: Metal artifact reduction

MC: Monte Carlo

MCTP: Monte Carlo treatment planning

MDCT: Multi-detector computed tomography

MLC: Multi-leaf collimator

MRI: Magnetic resonance imaging

MV: Megavoltage

NIST: National Institute of Standards and Technology

OAR: Organ at risk

PC: Personal computer

PDD: Percentage depth dose

PE: Polyethylene

PET: Positron emission tomography

phsp: Phase-space

PTV: Planning target volume

ROI: Region of interest

SPECT: Single photon emission computed tomography
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SW: Solid water

TPS: Treatment planning system

US: Ultrasound
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